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Abstract

To date, Vud of the Cabibbo-Kobayashi-Maskawa quark mixing matrix is most pre-
cisely determined from superallowed 0+ → 0+ nuclear β-decays. In addition to
half-life, Branching Ratio, and transition energy (called QEC-value) of a superal-
lowed decay, theoretical corrections have to be considered to extract Vud. Among
those, the isospin symmetry breaking corrections, δC , show discrepancies between
different theoretical models, which are critical to be resolved. 74Rb has the largest
δC of all 13 superallowed β-emitters used to obtain Vud and would carry particular
weight to discriminate between models were it not limited by the uncertainty in
the QEC-value. However, 74Rb’s half-life of 65 ms has previously posed a real
challenge to the experimental precision in itsQEC-value, which is best determined
by direct mass measurements in Penning traps.
In this work, Penning trap mass measurements of short-lived nuclides have been
performed for the first time with highly-charged ions, using the TITAN facility.
Compared to singly-charged ions, this provides an improvement in experimental
precision that scales with the charge state q. Neutron-deficient Rb-isotopes have
been prepared in an electron beam ion trap to q = 8 − 12+ prior to the mass
measurements. In combination with a Ramsey scheme, this opens the door to unri-
valled precision with gains of 1-2 orders of magnitude. The method is particularly
suited for short-lived nuclides such as 74Rb and its mass has been determined.
In the realm of fundamental symmetries studied in low-energy nuclear systems
such as in 74Rb, the precision achieved by highly-charged ions is essential. For
mass measurements motivated by nuclear structure or nuclear astrophysics, where
the present experimental precision is already sufficient, this novel technique signif-
icantly reduces the measurement time and thus allows one to map the nuclear mass
landscape more broadly. In the exploration towards the limits of nuclear existence
where experimental efforts typically face shorter half-lives and lower production
yields of radioisotopes, the same precision can be achieved by compensating for
both challenges with the higher charge state. Finally, highly-charged ions provide
opportunities for an unprecedented resolving power to identify low-lying nuclear
isomers. This potential has firstly been demonstrated with 78,78mRbq=8+.
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Preface

As with almost every experimental work in contemporary nuclear physics, the
studies presented in this thesis are the result of a collaboration between many
people. The multi-ion-trap setup at TRIUMF’s Ion Trap for Atomic and Nuclear
science (TITAN) has been operational since 2007. For the present work, several im-
provements and modifications of the setup, or in its operation, were necessary of
which my most significant contributions are listed below. All people in the TITAN

group at TRIUMF helped at all stages of the work.

• From fall 2009 to spring 2011, I was in charge of the mass measurement pro-
gram at TITAN. This involved the planning and preparation of measurements,
leadership during the experiments, and the coordination with TRIUMF’s ac-
celerator division before and during experimental beamtimes.

• The preparation of the online beamtime of 44K4+ was done together with
Maxime Brodeur, Paul Finlay, and Alain Lapierre (see Section 3.4). This
beamtime represented a proof-of-principle experiment and was crucial to
identify challenges in the program of Penning trap mass measurements with
Highly Charged Ions (HCI).

• Performance tests of the Pulsed Drift Tube (PLT) after the Radio-Frequency
Quadrupole (RFQ) were carried out initially together with Thomas Brunner
and later with Ernesto Mané (Section 3.3.1 and Section A.1). As a result,
critical issues regarding the reliability of the PLT could be resolved.

• In collaboration with Mel Good, I carried out the work regarding the bak-
ing of the Measurement Penning Trap (MPET), the hardware upgrade of its
vacuum system as well as MPET setup modifications (Section 3.7.8 and Sec-
tion A.5). Due to charge exchange with the residual gas in the MPET, an
improved vacuum was essential for HCI.
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• The major part of the preparation for the neutron deficient Rb runs I con-
ducted together with Martin Simon (among others Section 3.5 and Sec-
tion A.3). This required the development of a suitable optimization pro-
cedure to yield fast and efficient charge breeding to higher charge states in
the Electron Beam Ion Trap (EBIT). Based on the previous experience for
44K4+, the efficiency had been identified as one of the most challenging as-
pects of the present work.

• The extension of the mass measurements to 78,78mRb to demonstrate the
improved resolving power for low-lying isomeric states was based on my
idea.

• For the first time at TITAN, I implemented and tested the Ramsey excitation
scheme (Section 3.7.4). The Ramsey excitation technique led to an improve-
ment in measurement precision by a factor of ≈ 2.

• By utilizing Aaron Gallant’s work on a code which fits the theoretical line
shape to a Time-Of-Flight (TOF)-resonance, I wrote an analysis code to per-
form the present analysis (Chapter 4). Aaron Gallant and I independently
derived the covariant matrix to take into account correlations between ex-
tracted frequency ratios (Appendix B). Analysis progress was discussed
weekly with Ankur Chaudhuri, Aaron Gallant, and Vanessa Simon.

• I developed the idea for the new test of the Isospin Symmetry Breaking (ISB)
corrections for superallowed β-decays (Section 5.1).

A letter describing the main part of the work, i.e. the mass measurement of neutron-
deficient Rb-isotopes, is published in
S. Ettenauer et al., Phys. Rev. Lett. 107, 272501 (2011)
First Use of High Charge States for Mass Measurements of Short-Lived Nuclides
in a Penning Trap

A second publication is planned to cover more details of the experimental setup,
the analysis, as well as the implications of the result.

The mass measurement of 44K4+ (see Section 3.4) is part of two publications”
A. Lapierre et al., Phys. Rev. C 85,024317 (2012)
Penning-trap mass measurements of the neutron-rich K and Ca isotopes: Resur-
gence of the N = 28 shell strength
and
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A. Lapierre et al., Nucl. Instr. and Meth. A 624, 54 (2010)
The TITAN EBIT charge breeder for mass measurements on highly charged short-
lived isotopes- First online operation

The newly demonstrated technique to resolve low-lying isomeric states (Section 5.4)
will be published. A manuscript is available at http://arxiv.org/abs/1112.0614v1:
A. T. Gallant et al., arXiv:1112.0614
Highly charged ions in Penning traps, a new tool for resolving low lying isomeric
states
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Chapter 1

Introduction

Since their introduction into the research of radioisotopes over twenty years ago
[3, 4], Penning traps have made major contributions to the exploration of the nu-
clear mass surface. This is evidenced by the large number of existing and proposed
facilities [5] as well as the wealth of experimental results [6]. Advances in ex-
perimental techniques now allow measurements for virtually all low energy, rare
isotope beams as Penning traps have been able to access nuclides with half-lives
below 10 ms [7] as well as superheavies (elements with proton number Z > 92)
with production cross sections that correspond to yields of less than 1 particle per
second [8, 9]. The widespread success of Penning traps is due to their precision
following the expression

δm

m
∝ m

qBTrf

√
Nion

(1.1)

[10], where δm/m is the achievable relative precision in mass m, q is the ion’s
charge state and B is the magnetic field strength. The measurement time Trf and
the number of ions Nion are limited by a nuclide’s half-life and possibly by its pro-
duction yield at radioactive beam facilities, but also by the efficiency of the spec-
trometer. Measurements are generally performed with Singly Charged Ions (SCI)
or in special cases, where coupled to a gas stopper cell, with q = 2+. Penning
trap mass studies utilizing Highly Charged Ions (HCI) have been successfully pio-
neered with stable nuclides [11]. Here the requirements of high efficiency and short
measurement times are less relevant compared to the requirements when working
with radioactive ions. In the realm of rare isotope science with Penning traps,
HCI represent a thus far unexplored opportunity to improve the experimental preci-
sion further circumventing constraints imposed by short half-lives and lower yields
when probing the limits of nuclear existence.
The superallowed β emitter 74Rb is a prime example where a short half-life of
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only 65 ms poses a real challenge to experiment. Despite several Penning trap
mass measurements [12–14], the total transition energy, QEC , still contributes sig-
nificantly to the uncertainty of its corrected Ft-value, only surpassed by theoret-
ical uncertainties of the isospin-symmetry breaking corrections δC [15]. The lat-
ter have recently been reduced by experimentally providing the 74Rb Root-Mean-
Square (RMS) charge radius as an input for the calculation of δC [16]. The QEC-
value and δc are now close to sharing the same weight to the total uncertainty of the
Ft-value. Among all superallowed β emitters used to extract Vud of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [15], 74Rb has the highest atomic number, Z.
Hence, it is of special importance in attempts to distinguish between conflicting
nuclear models of δC since δC approximately scales as Z2 [17, 18].
This work presents the first Penning trap mass measurements of short-lived HCI,
performed with TRIUMF’s Ion Trap for Atomic and Nuclear science (TITAN) [19],
including a successful mass determination of 74Rb8+. The high charge states were
attained by breeding SCI delivered from the Isotope Separator and ACcelerator
(ISAC) facility in an Electron Beam Ion Trap (EBIT).

1.1 Outline of the thesis
Theoretical background to the physics motivation of the present work, i.e. the
measurement of the QEC-value of the superallowed β-emitter 74Rb, is provided
in Chapter 2. The theory of nuclear β-decays is derived from first principles of
the Standard Model (Section 2.1 to Section 2.4) and is discussed in more detail for
superallowed β-decays (Section 2.5). The determination of Vud from this type of
decays requires theoretical corrections which are explained in Section 2.6. Among
those corrections, the isospin-symmetry breaking corrections, δC , show discrepan-
cies between different theoretical models which are reviewed in Section 2.7. Ex-
perimental data are critical to discriminate between different models (Section 2.8).
Particularly, an improved QEC-value of 74Rb (Section 2.9) could make tests of
δC calculated in different models more stringent because 74Rb has the largest δC
among the 13 precise superallowed β-decays which are considered for the deter-
mination of Vud. Here, HCI for Penning trap mass spectrometry can provide the
needed gain in experimental precision in the QEC of 74Rb.
The experimental setup utilized for the Penning trap mass measurements of ra-
dioactive HCI is introduced in Chapter 3. The radioactive beam of SCI produced at
ISAC (Section 3.2) is cooled and bunched at TITAN’s Radio-Frequency Quadrupole
(RFQ) cooler and buncher (Section 3.3). Ion bunches are further transferred into an
EBIT (Section 3.4) where the charge breeding to higher states takes place. Finally,
the mass measurements themselves are carried out in TITAN’s Measurement Pen-
ning Trap (MPET) which is discussed in Section 3.7.
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The mass measurements of 74−76,78Rb and 74Ga in charge states q = 8− 12+, the
analysis of the data, as well as systematic uncertainties are described in Chapter 4.
The consequences of the present result are discussed for the QEC-value of 74Rb
and a new test for models of δC is introduced in Section 5.1. A general perspec-
tive of the opportunities offered by the introduction of HCI for Penning trap mass
measurements of short-lived nuclides is given in Section 5.3 and its implications
for resolving low-lying nuclear isomers (Section 5.4) is explained. The thesis is
concluded by Chapter 6, which summarizes the experimental work and provides
an outlook on the use of HCI for Penning trap mass measurements at radioactive
beam facilities in general and for the QEC-value of 74R in particular.
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Chapter 2

The Standard Model and Theory
of Nuclear β-Decay

The current formulation of the Standard Model of particle physics was developed
in the 1960s and 1970s and has since withstood experimental tests both in the low
and high energy regimes. Neutrino oscillations which were established during the
last decade [20] imply neutrinos are massive particles, in contradiction to the Stan-
dard Model. To account for neutrinos with non-vanishing masses, an extension of
the theory is necessary for the first time. Some proposed models deviate quite sub-
stantially from the principles which the current Standard Model is built upon, and
introduce new concepts, for instance, non-renormalizable interaction terms (com-
pare to Section 2.1). An alternative solution is based on the assumption that the
Standard Model is incomplete in its particle content. In contrast to quarks or the
other leptons, the Standard Model does not include any right handed neutrinos (see
Section 2.1). Adding right handed neutrinos while keeping the fundamental princi-
ples and symmetries intact generates a mass term for neutrinos. The new neutrinos
would be sterile, i.e. they would not couple to any other Standard Model particles,
explaining why they have not been observed so far. While such an extension might
appear to be natural, it raises questions about the tiny coupling constants it would
constitute to match with the experimental and cosmological upper limits on the
neutrino masses. Further experimental data are required to constrain and to guide
theory in the effort to correctly incorporate massive neutrinos. Particularly, the
search for a neutrino-less double β-decay is expected to shed light onto the origin
of neutrino masses.
Apart from this manifested shortcoming, many other issues remain open and the
emergence of a more general theory of particle physics is expected. However, the
strong agreement of all experimental data, except for neutrino-oscillation, with the
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Standard Model provides confidence that the current description must at least be
a low energy approximation of a more complete theory. When interpreting the
Standard Model as an effective theory, its fundamental particles and forces would
resemble the degrees of freedom which are relevant for energies below several
hundreds of GeV. Any search for new physics, especially on the low- energy, high-
precision frontier, has to rely on the Standard Model as a starting point.
This Chapter will introduce the basic concepts of the Standard Model as relevant
to the experimental work and its theoretical description of (nuclear) β-decay. An
attempt is made to bridge between today’s description of the Standard Model in
particle physics and that of nuclear β-decays which are typically described within
Fermi’s theoretical framework. As Vud is part of the former’s language but not
necessarily of the latter, it is sought to accentuate their connection more explicitly
in the following sections. To properly establish the link, some generally accepted
basics of the Standard Model will be introduced.
The first sections aim to emphasize the connection of the fundamentals of particle
physics to one of its phenomena, the β-decay, and hence natural units (~ = c = 1)
will be used in the beginning. SI units will be introduced starting from Sec-
tion 2.7.8, when theory and experiment of nuclear β- decays are more closely
explained. The (implicitly) used metric follows the West Coast convention (see
[21]) with gµν = diag[1,−1,−1,−1]. Although neutrinos are now known to be
massive, their absolute masses and relative mass differences are small. β-decay
experiments generally do not detect neutrinos directly. Consequently, neutrino os-
cillation or their non-vanishing masses will not affect the described β-decay exper-
iments and neutrinos are assumed to be massless following the original formulation
of the Standard Model.1

2.1 The Standard Model of particle physics
The Standard Model is a quantum field theory which is grounded on

• a set of basic principles such as Lorentz invariance and the conservation of
probability (i.e. unitarity of the Hamiltonian),

• the experimentally observed particle content of fermions,

• fundamental symmetries,

• a scalar particle, i.e. the Higgs field, whose negative mass term is responsible
for the spontaneous symmetry breaking, and

1The discussion of the Standard Model and its connection to β-decays is, if not otherwise indi-
cated, based on the following references: [21][22][23][24][25][26][27][28]
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• the use of the most general, renormalizable Lagrangian given the previous
constraints.

Before introducing the specifics of the Standard Model, the relation between con-
tinuous symmetry groups and fundamental forces in our current description of par-
ticle physics will be discussed. By imposing invariance of a theory under local
symmetry transformation, so-called gauge bosons are generated in the Lagrangian
which are seen as the mediators of the force. A fundamental interaction is thus
given by the underlying symmetry or gauge group and its representations in which
different particle fields transform under the symmetry. Motivated by its success,
theoretical work on physics beyond the Standard Model attempts to unify funda-
mental forces and utilizes a similar framework but employs different symmetry
groups.

2.1.1 Local gauge invariance
In a Lie group any infinitesimal group element g can be expressed as an expansion
around the identity with the expansion parameters αa following

g(α) = 1 + i
∑

a

αaT a +O(α2). (2.1)

T a are the generators of the group and are Hermitian operators, i.e. T a = T a+. For
notational clarity, sums are implicit over all doubled indices and the

∑
-symbol will

be omitted. Any finite group member can be constructed by repeated application
of the infinitesimal group element.

G(α) = lim
N→∞

(1 +
i

N
αaT a)N = eiα

aTa (2.2)

Since G depends on the parameters αa in a continuous way, a Lie group is a con-
tinuous group. Its generators follow the commutator relation

[T a, T b] = ifabcT b, (2.3)

where the fully antisymmetric fabc are the group’s structure constants. Different
Lie groups may have the same commutation relations. Up to this point, we are
dealing with abstract objects. A mapping of all group generators onto n × n Her-
mitian matrices ta which fulfill the same commutator relations as in Equation 2.3
is called a representation of the group. Essential for our purposes is that different
particles live in different representations of the same group. They act differently
under the symmetry group and, hence, under the respective fundamental force.
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Without loss of generality, we introduce an n-plet of Dirac particle fields ψ(x)T =(
ψ(x)1, ..., ψ(x)n

)
. The n × n representation ta of the group G transforms ψ(x)

according to
ψ(x)→ eiα

a(x)·taψ(x), (2.4)

where α is also evaluated at the space-time position x. The α-dependence on x
depicts this transformation as local, in contrast to a global transformation which
would be independent of x. If we require the Lagrangian to be invariant under the
continuous symmetry groupG, a Dirac mass termmψψ is trivially left unmodified
by the transformation. However, the kinetic term ψi/∂ψ involving a derivate ∂µ is
not. In order to compensate for the additional terms arising through the local gauge
transformation, the derivate ∂µ requires a generalization to the covariant derivative
Dµ

Dµ = ∂µ − igAaµ(x) · ta (2.5)

where the new vector fields Aaµ(x) are added and g is, at this point, an arbitrary
constant extracted from the vector field. The transformation properties of the vector
fields under the group G have to follow the expression

Aaµ(x)→ Aaµ(x) +
1

g

(
∂α(x)a

)
+ fabcAbµα

c(x) (2.6)

to cancel the terms arising in the derivative of ψ(x)→
(
1+ iαa(x) · ta

)
ψ(x). This

can be shown by applying the commutator rules in Equation 2.3.
Although the initial Lagrangian of the n-plet of free Dirac fields is now gauge in-
variant under the transformation of G, it is incomplete. Through the introduction
of the new vector field Aaµ(x) and the intention to use the most general renormal-
izable Lagrangian, additional terms are accommodated. Indeed, Aaµ(x) is lacking
a kinetic term. However, it can be added with the help of the definition of the field
tensor

F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν (2.7)

to gain a new, gauge invariant Lagrangian2

L = ψ
(
i /D −m)ψ − 1

4

(
F aµν

)2
= ψ

(
i/∂ −m)ψ − 1

4

(
F aµν

)2
+ gψ /A

a · taψ (2.8)

The first two terms are the free Dirac equations of the n Dirac fields followed by
the kinetic and interaction terms among the vector fields,

(
F aµν

)2
= F aµν · F a,µν .

Finally, gψ /Aa · taψ reflects the interaction between the Dirac fields and the vector
2For simplicity, the subtlety of an additional, renormalizible, and gauge invariant term violating

Parity and Time Reversal conservation is not discussed.
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fields Aaµ(x) with g being the coupling constant. Since Aaµ(x) are consequences
of the postulation of gauge invariance, they are called gauge bosons of the local
gauge transformation G. Note that gauge invariance does not allow for a mass
term for the gauge bosons. Since the generators of the group do not commute (see
Equation 2.3), it is referred to as a non-Abelian gauge theory.
The classical Lagrangian equations for Equation 2.8 lead to the Dirac equation for
the fermion (i/∂−m)ψ = −g /Aa · taψ and to the equation of motions for the gauge
boson,

∂µF
a
µν + gfabcAb,µF cµ,ν = −gψγνtaψ ≡ −gJaν , (2.9)

where in analogy to electromagnetism a current of g- charged fermions was defined
as Jaν = ψγνt

aψ.
To summarize, an interaction is characterized by its Lie group; when a Lagrangian
is required to be invariant under the action of this local symmetry, massless gauge
bosons are created to establish the invariance. These manifest as the exchange
particles of the interaction.

2.1.2 Symmetries and particle content of the Standard Model
Our most fundamental description of particle physics requires three symmetry
groups, SU(3), SU(2), and U(1). SU(N) are the groups corresponding to all unitary
transformations of N dimensional vectors with det(U) = 1. The last require-
ment is relieved in U(N) symmetry groups. U(1) is associated with a simple phase
rotation, exp(ia), and has only one generator. Trivially, this implies that all gener-
ators commute with each other and U(1) creates an Abelian gauge theory. Quan-
tum Chromodynamics (QCD), the part of the Standard Model which deals with the
strong interaction, only acts among quarks and is reflected by SU(3). We know of
6 types of quarks, called flavours, which are organized in 3 generations (see Ta-
ble 2.1). The strong interaction, however, acts upon the colors of a quark, which
motivates the often used notation SU(3)c. As there are three colors, the represen-
tation of SU(3)c is of dimension 3. The derivation of the Lagrangian essentially
follows Equation 2.3 to Equation 2.8 where the generators of SU(3)c lead to the 8
gauge bosons called gluons. More details about QCD as it is relevant for nuclear
physics will be discussed below.
At the fundamental level, Quantum Electrodynamics (QED) and the weak inter-
action are unified in the electroweak force represented by SU(2)xU(1). QED also
follows U(1), but instead of the electric charge U(1) refers to the so-called weak
hypercharge Y . In comparison to the previous discussions, the force carriers of
the weak force are experimentally known to be massive, although gauge invariance
forbids massive gauge bosons. This problem can be overcome through the Higgs
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Table 2.1: Quark generations in the Standard Model. All masses as listed in
[29].

up-type down-type
name mass name mass

1st up u 1.7-3.1 MeV down d 4.1-5.7 MeV
2nd charm c 1.29+0.05

−0.11 GeV strange s 100+30
−20 MeV

3rd top t 172.9±0.6± 0.9 GeV bottom b 4.19+0.18
−0.06 GeV

mechanism which spontaneously breaks the SU(2)xU(1) symmetry. Here, a scalar
particle is introduced whose ground state has a vacuum expectation value that does
not follow the symmetry. This generates mass terms for 3 gauge bosons (W+,
W−, and Z) and another massless gauge boson which is the photon γ, the force
carrier of QED. With respect to SU(2), the left handed fermions are arranged in
doublets. Right handed fermions are not affected by this local symmetry and are
thus singlets. Without the Higgs mechanism, such a construction would not allow
any Dirac mass term for fermions, because left and right handed fermion spinors
are in different representation of the same group. Again, the spontaneous sym-
metry breaking restores the masses of fermions. There is no direct experimental
evidence for right-handed neutrinos and they are omitted from the particle content
of the Standard Model. Therefore, it is not possible to form a Dirac mass term
mννLνR even after the spontaneous symmetry breaking. A more detailed discus-
sion of the electroweak interaction can be found in Section 2.2.
Table 2.2 summarizes all fermions and the scalar Higgs particle of the Standard
Model (SM) as well as their transformation properties under the respective local
symmetries. With the exception of the Higgs particle, all particles have been ob-
served in experiments.

2.1.3 QCD and nuclear structure
Given that protons and neutrons, each composites of quarks, can be bound to
atomic nuclei by the strong force, QCD does in principle play a decisive role in
studies of weak decays in nuclear systems. As explained later in Section 2.6, theo-
retical, nuclear structure dependent corrections dominate the uncertainty on the ex-
traction of Vud from superallowed 0+ → 0+ β-decays. Owing to its much smaller
coupling constant, the weak force is not of relevance for the structure of nuclei,
which are governed by the strong and the electromagnetic force only. For practical
purposes, however, peculiar features of QCD such as its non-perturbative character
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Table 2.2: Fermions and scalar particles in the Standard Model. U-type
quarks u are up, charm, and top quark, while down-type quarks d stand
for down, strange, and bottom quark. ` denotes the massive leptons e,
µ, and τ . ν are their respective neutrinos (νe, νµ, and ντ ). The last two
columns show the dimension of the representation in which the particles
transform under SU(3)C and SU(2).

Particle(s) Notation SU(3)C SU(2)
right handed up-type quarks uR 3 1

right handed down-type quarks dR 3 1

left handed quarks
(
u
d

)

L

3 2

right handed ` `R 1 1

left handed leptons
(
ν
`

)

L

1 2

Higgs scalar
(
φ+

φ0

)
1 2

at lower energies make direct calculations of large quark compounds unpractical.
In the past, nuclear structure research has thus treated nucleons as its elementary
particles and developed its phenomenological nucleon-nucleon potentials which
are to one degree or another inspired by, but not ultimately based on QCD. The nu-
clear force, i.e. the force between nucleons, is a residual interaction of QCD compa-
rable to the van der Waals force in QED: Just as electrically charged electrons and
atomic nuclei bond to form electrically neutral and energetically favourable atoms
or molecules, quarks form color-neutral or color-less hadrons. Gluons acting only
on color-charged objects will not be directly exchanged between nucleons. Modern
phenomenological potentials are constructed based on meson-exchange between
nucleons (e.g. [30][31][32][33][34]). For instance, the long range part of the po-
tential is described by a one-pion exchange model proposed by H. Yukawa. While
very successful in many applications for nuclear structure, these potentials struggle
with a consistent formulation of many-nucleon forces and lack an explicit link be-
tween QCD and nuclear forces. These problems are overcome in nuclear potentials
derived from effective field theory. Noting that the light quarks, u and d, which
neutrons and protons are made of, have small masses compared to their typical
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momenta, they can be treated ultra-relativistically as (almost) massless particles.
Their QCD-Lagrangian,

L = q
(
i /D)q − 1

4

(
F aµν

)2
, (2.10)

decouples the left- and the right-handed quarks. It is thus invariant under any
transform among left (or right) handed quark fields, i.e.

(
u
d

)
→ i

2
αaL/Rσ

aPL/R

(
u
d

)
. (2.11)

σa is the 2x2 representation of the three generators of U(2), which act upon (u, d)T ,
thus in flavour space. PL = 1

2 · (1 − γ5) and PR = 1
2 · (1 + γ5) are the left-

and right-handed projection operators acting in the 4 dimensional spinor space.
U(2)LxU(2)R is not anomaly-free and the correct symmetry is in fact SU(2)Lx
SU(2)RxU(1)B . The latter rotates all quarks by a phase and is an exact symmetry
not only of QCD but of the entire Standard Model. Since each continuous symmetry
implies (according to Noether’s theorem) a conserved quantity, U(1)B corresponds
to the quark (or baryon-) number conservation, B = 1/3 · (nq − nq) = const.
SU(2)LxSU(2)R is called the chiral symmetry of massless (or light) QCD. This
symmetry is explicitly broken by the mass term, however, since the u and d quark
masses are small, it is considered to be an approximate symmetry. Additionally, a
subgroup of the chiral symmetry is considered to be broken spontaneously, mean-
ing that the ground state of QCD is, despite the symmetry, an asymmetric state.
This is a necessary construction to reproduce the experimentally observed spec-
trum of compound quark particles. According to the Goldstone theorem (see [23]),
a spontaneously broken symmetry induces a massless Goldstone boson. In the
case of chiral symmetry, pions are identified as these Goldstone bosons. Their
non-vanishing mass is due to the approximate character of the symmetry. More
details on the general mechanism of spontaneous symmetry breaking can be found
in Section 2.2.
Although it remains a challenge to derive nuclear forces based on QCD, it is possi-
ble to construct an Effective Field Theory (EFT) which bridges QCD and the inter-
nucleon interaction. An EFT is a low energy approximation of a more complete
theory taking only those degrees of freedom into account which are relevant at the
energy scale to be described by the EFT. In modelling the nuclear forces, chiral
Effective Field Theory (χEFT)[35, 36] considers neutrons and protons, as well as
pions. Pions have to be included explicitly because their mass corresponds to typ-
ical nucleon momenta Q in atomic nuclei. The link to QCD is established by the
most general Lagrangian involving nucleons and pions which is consistent with the
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Figure 2.1: Chiral expansion of nuclear forces. Figure from [37].

chiral symmetries discussed above, thus the name chiral Effective Field Theory.
The Lagrangian can be systematically expanded order-by-order with higher orders
contributing less than lower orders. Figure 2.1 shows the expansion up to next-to-
next-to-next-to leading order or N3LO. Individual terms consist of (multiple) pion
exchange reflecting the long range part of the force (see Figure 2.2a) or contact
terms (Figure 2.2b) which cover short range physics not resolved at this energy
scale. As the short range details will become visible at higher energies the theory
naturally has a hard cut-off scale ΛB above which it is expected to fail. For chiral
Effective Field Theory, this scale is typically ΛB ≈ 0.5 GeV and the perturbative
expansion of the Lagrangian follows in orders of Q/ΛB . Short range physics just
above ΛB also manifests itself in the non-renormalizible character of the theory. As
a consequence new terms will appear order-by-order in contrast to a renormaliz-
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N N

π

N N

(a) (b)

Figure 2.2: Chiral expansion at leading order with one-pion exchange be-
tween two nucleons N in (a) and a contact term (b).

ible theory which only produces counter-terms to already existing terms. However,
since the cut-off corresponds to a true, physical separation of scales these terms
are suppressed by (Q/ΛB)n with n being the order of the expansion. Many-body
forces naturally appear within the frame work of chiral Effective Field Theory.
Because they contribute only at higher orders, their impact is smaller than the two-
body force. This hierarchy is consistent with phenomenological models, but puts
this observation on solid theoretical ground. The absence of (Q/ΛB) terms in
Figure 2.1 is related to parity conservation. As long as the low energy coupling
constants cannot be derived from first principles, they have to be matched with
experiment. Typically, nucleon(N)-nucleon(N) and pion-nucleon scattering phase
shifts are used for the NN-force while 3-body (3N) forces are derived by fitting the
couplings to binding energies or other observables of light nuclei (e.g. [36]).
The chiral expansion can be connected to potentials which can be employed in
the Schrödinger equation. The solution of nuclear many-body problems is found
there with the help of modern few- and many-body techniques. A major problem
already present in phenomenological potentials is the strong repulsive part of the
nuclear potentials for small distances between nucleons (see Figure 2.3a). It is
also referred to as the hard repulsive core of the potential. As illustrated in Fig-
ure 2.3b, it couples the low and the high momentum modes. Such off-diagonal
couplings in momentum space complicate practical calculations severely because
a larger model space is required or they even become non-perturbartive. Modern
potentials, both phenomenological and χEFT based, can be further transformed to
lower energies by utilizing renormalization group techniques [37]. While observ-
ables remain unchanged, potentials and basis are evolved by integrating out the
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Fig. 1. NN phase shifts for the Argonne v18 [18] (solid), CD-Bonn [19] (dashed), and one of the chiral N3LO [20] (dotted) potentials in selected channels
(using non-relativistic kinematics). All agree with experiment up to about 300 MeV.

Fig. 2. (a) Several phenomenological NN potentials in the 1S0 channel from Ref. [21]. (b) Momentum–space matrix elements of the Argonne v18 (AV18)
1S0 potential after Fourier (Bessel) transformation (see footnote 1).

heavy meson exchange (ρ, ω, ‘‘σ ’’). The short-range part of the potentials in Fig. 2(a) is a repulsive core (often called a ‘‘hard
core’’).

Nuclear structure calculations are complicated due to the coupling of low to high momenta by these potentials. This is
made clear by the Fourier transform (that is, the Bessel transform in a given partial wave), as shown in Fig. 2(b). We feature
the Argonne v18 potential [18] because it is used in the most successful high precision (� 1% accuracy) nuclear structure
calculations of nuclei with mass number A � 12 [22–24]. For our purposes, the equivalent contour plot in Fig. 3 is a clearer
representation and we use such plots throughout this review.1 The elastic regime for NN scattering corresponds to relative
momenta k � 2 fm−1. The strong low- to high-momentum coupling driven by the short-range repulsion is manifested in
Fig. 3(a) by the large regions of non-zero off-diagonal matrix elements. A consequence is a suppression of probability in the
relative wave function (‘‘short-range correlations’’), as seen for the deuteron in Fig. 3(b).

The potentials in Fig. 2(a) are partial-wave local; that is, in each partial wave they are functions of the separation r alone.
This condition, which simplifies certain types of numerical calculations,2 constrains the radial dependence to be similar to
Fig. 2(a) if the potential is to reproduce elastic phase shifts, and in particular necessitates a strong short-range repulsion
in the S-waves. The similarity of all such potentials, perhaps combined with experience from the Coulomb potential, has
led to the (often implicit) misconception that the nuclear potential must have this form. This prejudice has been reinforced
recently by QCD lattice calculations that apparently validate a repulsive core [25–28].

For finite-mass composite particles, locality is a feature we expect at long distances, but non-local interactions would
be more natural at short distances. In fact, the potential at short range is far removed from an observable, and locality is
imposed on potentials for convenience, not because of physical necessity. Recall that we are free to apply a short-range
unitary transformation U to the Hamiltonian (and to other operators at the same time),

En = �Ψn|H|Ψn� =
�
�Ψn|UĎ

�
UHU

Ď
�
U|Ψn�

�
= ��Ψn|�H|�Ψn�, (1)

1 In units where h̄ = c = m = 1 (with nucleon mass m), the momentum–space potential is given in fm. In addition, we typically express momenta in
fm−1 (the conversion to MeV is using h̄c ≈ 197 MeV fm).
2 For example, in current implementations of Green’s Function Monte Carlo (GFMC) calculations [22], the potential must be (almost) diagonal in

coordinate space, such as the Argonne v18 potential.

Figure 2.3: (a) Illustration of the repulsive core for three phenomenological
NN-potentials (Bonn, Reid93, and AV18) in the 1S0 channel. The repul-
sive core leads to coupling of high and low momentum modes as shown
in (b) for the Argonne v18 potential, again in the 1S0 channel. Figure
from [37].

short-range correlations above a cut-off Λ. This softens the hard core of the po-
tentials and consequently decouples low and high momenta, which improves the
convergence of nuclear structure calculations dramatically. It is important to stress
that the hard-cut off ΛB of χEFT and Λ, the evolution parameter, are not the same.
Simply reducing ΛB to lower energies would have led to a larger truncation error
when neglecting more and more physics at higher nucleon momenta. On the other
hand, in the evolution of Λ to lower momenta the renormalization keeps the short
range parts of the χEFT expansion in ΛB/Q, but integrates them out by shifting
strength between different coupling constants. Different initial potentials converge
to similar ones after the renormalization which is referred to as the universality
of the evolved low-momentum potentials. Aside from the renormalization group,
other methods have been successfully developed to tackle the problem of short
range correlations due to the hard core as, for example, the Unitary Correlation
Operator Method [38].
χEFT has become the bond between QCD and nuclear structure. In combination
with modern techniques to soften nuclear potentials, the research of atomic nuclei
can now be approached in a consistent framework over the whole nuclear chart
[39]. Different methods to solve the nuclear many-body problem will remain to be
more suitable to their specific mass regions. While different in their techniques,
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their underlying physics input, i.e. the interaction potentials between nucleons,
can now be solidly linked to QCD. Although χEFT based potentials have so far
not been used in the context of superallowed β decays, two recent developments
shall be noted: nuclear matrix elements for neutrinoless-double β decays and thus
related to weak interaction studies with atomic nuclei have been calculated for
the first time with χEFT [40]. Secondly, theoretical isospin symmetry corrections
important for superallowed nuclear β decays have been derived microscopically
within density functional theory [41]. Hence, it would be interesting to calculate
these corrections also based on χEFT.
Before concluding the topic of QCD with light quarks, let’s rearrange the symmetry
transformation due to PL/R = 1

2(1± γ5) in Equation 2.11 to a vector

(
u
d

)
→ i

2
αaσa

(
u
d

)
(2.12)

and an axial-vector transformation
(
u
d

)
→ i

2
αaσaγ5

(
u
d

)
. (2.13)

While the latter symmetry is broken by any mass term in the Lagrangian, the vec-
tor transformation in SU(2) is a pure rotation in flavour space and remains an
exact symmetry as long as the masses of u and d quark are identical, which is
assumed here. Its associated quantum numbers are called isospin T . We define
its z-projection for the u-quark as Tz = −1/2 and for d-quark as Tz = +1/2,
such that in the baryon doublet with T = 1/2 of neutron (udd) and proton (uud),
Tz = +1/2 corresponds to the neutron. The isospin symmetry is in fact broken,
too. This gives rise to the small mass difference between neutron and proton.

2.2 Electroweak interaction in the Standard Model and
Vud

The existence of massive gauge bosons in the electroweak interaction necessitates
a modification of the protocol for gauge theories outlined in Section 2.1. In the
Higgs mechanism, spontaneous symmetry breaking appears through a scalar dou-
blet φT = (φ1, φ2) which transforms under SU(2)xU(1) according to

φ→ eiα
aσaei

β
2

(
φ1

φ2

)
. (2.14)
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σa are the Pauli matrices. Following Equation 2.5, its covariant derivate is ex-
pressed as

Dµφ =
(
∂µ − ig1A

a
µ(x) · σa − ig2Bµ(x)

)
φ. (2.15)

The condition of the Standard Model to use the most general, renormalizible La-
grangian requires the addition of

∆L = +µ2φ+φ− λ(φ+φ)2. (2.16)

Although µ2φ has the form of a scalar mass term, we are allowed to choose
µ > 0 as long as λ > 0. Then, VHiggs = −µ2φ+φ + λ(φ+φ)2 remains bound
from below. When expanding around the minimum of the potential, φ(x) =
(0, µ/

√
2λ + H(x)), the kinetic term of the scalar field, (Dµφ)(Dµφ) contains

a term independent of H(x). It resembles mass terms for three gauge bosons when
the four initial gauge fields Aaµ and Bµ are redefined to

W± =
1√
2

(
A1
µ ∓ iA2

µ

)

Z =
1√

g2
1 + g2

2

(
g1A

3
µ − g2Bµ

)
. (2.17)

These are identified as the exchange particles for the weak interaction. The remain-
ing field,

Aµ =
1√

g2
1 + g2

2

(
g2A

3
µ + g1Bµ

)
, (2.18)

is the massless photon as the force carrier of QED. With respect to U(1) of QED, the
Z- boson is neutral, i.e. it does not couple to the photon alone. W+ and W− are
charged with +e and−e, respectively, when the electromagnetic coupling constant
is defined as e = g1 · g2/

√
g2

1 + g2
2 .

2.2.1 Masses of fermions
The weak interaction only operates on left-handed fermions. Left- and right-
handed fermions act in two different representations of SU(2). Latter ones are
unchanged under SU(2) and are singlets. Left-handed fermions are arranged in
doublets, each generation within one doublet. Hence,

(
νe
e−

)

L

,

(
νµ
µ−

)

L

,

(
ντ
τ−

)

L

(2.19)
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for the leptons and (
u
d

)

L

,

(
c
s

)

L

,

(
t
b

)

L

(2.20)

for quarks. Consequently, no direct mass term can be part of the initial Lagrangian,
because it would not be gauge invariant as left- and right-handed fermions trans-
form differently. Fermionic masses are created due to the so-called Yukawa cou-
pling which ties left-handed doublets and right-handed singlets to the scalar field.
For instance, in the quark sector it becomes

∆L = − Λij · (u, d)iL ·
(

0

µ/
√

2λ+H(x)

)
djR

− Λ̃ij · (u, d)iL ·
(
−µ/
√

2λ−H(x)
0

)
ujR + h.c., (2.21)

where i and j sum over the 3 generations with ui=1,2,3 = (u, c, t)and di=1,2,3 =
(d, s, b). In the second part of the sum the scalar doublet is included as −iσ2φ∗.
All other combinations of uiR, diR, (u, d)iL, and φ would either violate SU(2) or
U(1). The components without H(x) are seen as quark mass terms.

Lmq = −M ij
d d

i
Ld

j
R −M ij

u u
i
Lu

j
R + h.c. (2.22)

M ij
d and M ij

u are not constrained by any symmetry and are thus not necessarily
diagonal. This implies that the quark eigenbasis of the weak interaction is not
identical to its mass eigenbasis. With the unitarity transformations,

u′iL = U ijL u
j
L, d′iL = Dij

L d
j
L

u′iR = U ijR u
j
L, d′iR = Dij

L d
j
R (2.23)

we rotate the weak eigenbasis into the mass eigenbasis, where the mass matrices
are diagonal.

2.2.2 The Cabibbo-Kobayashi-Maskawa matrix
Most terms in the Standard Model Lagrangian contain both uR/L and uR/L (or
dR/L and dR/L). Hence, in these cases there is no difference in the Lagrangian
between bases connected by the unitarity transformations of Equation 2.23. The
only exceptions are the contractions of quarks with W -bosons which arise from

17



the covariant derivatives of (left-handed) quarks.

L =
g√
2

[
uiLγ

µdiL ·W+
µ + d

i
Lγ

µuiL ·W−µ
]

(2.24)

in the weak eigenbasis turns into

L =
g√
2

[
U ijLD

+,jk
L · u′iLγµd′kL ·W+

µ +Dij
LU

+,jk
L · d′iLγµu′kL ·W−µ

]
(2.25)

when transforming into the mass eigenbasis. Since these are the only terms where
the transformations of Equation 2.23 can explicitly appear in the Lagrangian of the
Standard Model, we set for convenience

U ijR = Dij
R = U ijL = δij , (2.26)

where δij is the Kronecker Delta and define V = UL · D+
L which transforms the

left-handed, down-type quarks from the mass into the weak eigenbasis d = V · d′
or 


d
s
b



L

=




Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb


 ·




d′

s′

b′



L

. (2.27)

This unitary matrix is called the Cabibbo-Kobayashi-Maskawa (CKM) quark mix-
ing matrix. The physical quarks are the mass eigenstates. However, the weak
interaction acts within a different basis which results in mixing of quark flavours
as seen by the contraction of one up-type quark with all three flavours of the down-
type quarks in Equation 2.25. The unitarity of the CKM matrix requires that its
Hermitian conjugate is its inverse, i.e. V + ·V = 1 or V ∗ji ·Vjk = δik. From these, 9
linearly independent equations reduce the 18 real parameters of any 3 x 3 complex
matrix to 9 real parameters (3 real amplitudes or rotation angles and 6 phases) of a
unitary matrix. Additionally, not all of the 9 real parameters of the CKM matrix can
actually appear in the Lagrangian of the SM, analogously to the rotational matrices
UR and DR in Equation 2.23. Hence, they cannot be observed in any physical
process. The physically significant parameters of the CKM matrix further reduce
to three real numbers and one complex phase. As previously mentioned, these
four parameters are not given by the Standard Model itself. But the requirements
of unitarity and the consistency with only four parameters in the CKM matrix al-
lows stringent experimental tests of the electro-weak quark sector of the Standard
Model. While in mathematical sense V · V + = 1 is equivalent to V + · V = 1, we
can experimentally examine both V ∗ji · Vjk = δik and Vij · V ∗kj = δik. These are
each 3, hence totally 6, vanishing equations which one can picture as triangles in
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Figure 2.4: Feynman diagrams corresponding to possible experimental deter-
minations of the CKM matrix elements. Figure from [42].

the complex plane. Among these, the so-called unitarity triangle

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0 (2.28)

is commonly tested. The triangle in the complex plane is constructed by dividing
the equation by VcdV ∗cb, identifying the absolute value of each summand as a side
length of the triangle. The area of the triangle is related to the violation of CP, i.e.
combined charge conjugation and parity symmetry, in the CKM sector.
Additionally, the non-vanishing parts of V + · V = V · V + = 1 constitute 6 real
equations among which the first row

|Vud|2 + |Vus|2 + |Vub|2 = 1 (2.29)

sets the most stringent limits on physics beyond the Standard Model [26]. Fig-
ure 2.4 provides an overview of how individual entries of the CKM matrix can be
accessed experimentally.

2.3 CKM-unitarity test via |Vud|2 + |Vus|2 + |Vub|2 = 1

In order to probe the unitarity of the CKM quark mixing matrix within the first row,
precise and accurate experimental data in addition to theory are required to extract
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Figure 2.5: Feynman diagram of an example for a K`3 decay: K+ →
π0e+νe can be used to measure Vus.

Vud and Vus. At the current level of precision of Vud and Vus, the value of Vub is
too small, |Vub| = (3.93±0.36) ·10−3 [26], and only marginally affects the unitar-
ity test. This particular test had for a long time fallen short of unity by more than
2 standard deviations. Less than a decade ago, this deviation had been resolved
by new measurements of Vus, which is most precisely known from kaon decays.
In semi-leptonic decays called K`3, a kaon disintegrates into a pion and a pair of
leptons following K → π`ν. An example for a K`3 decay is shown in Figure 2.5.
Following the E865 experiment [43] at Brookhaven National Laboratory (BNL)
several collaborations [44, 45][46][47][48][49] have confirmed a new value of Vus
which re-establishes the unitarity condition in the first row of the CKM matrix. Pre-
vious, conflicting measurements were rejected by the Particle Data Group (PDG)
due to inadequate treatment of radiative decay [29]. Results of the recent measure-
ments provide |Vus| · f+(0), where f+(0) is the form factor of the respective K`3

decay at momentum transfer q2 = 0. Form factors take into account that we are not
dealing with free quarks, but quarks bound to form hadrons. A kaon’s quark con-
tent also involves an s- quark, the third light quark. Although heavier than the u-
and d- quark, it is sufficiently light that the SU(2) of light QCD in Section 2.1.3 can
be extended to SU(3) when adding the s-quark. In this limit and assuming the later
discussed Conserved Vector Current hypothesis, f+(0) = 1 holds. As this SU(3) is
broken, QCD calculations are needed as small symmetry breaking corrections. Re-
cent lattice QCD calculations yield f+(0) = 0.960+5

−6 [50, 51] and 0.9560(84)[52],
respectively, when correcting for isopin-symmetry breaking, SU(2), separately.
Information about Vus can also be gained through pure leptonic kaon decays, K`2,
from K → `ν. Their form factors (in this case also often called decay constants)
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Figure 2.6: Feynman diagrams of K+ (a) and π+ (b) decay branches to ex-
tract |Vus| · fK/(|Vud| · fπ).

Table 2.3: Vud and Vus extracted from various decays.

Quantity Type of Decay(s) Value Reference
|Vud| superallowed 0+ → 0+ β-decays 0.97425(22) [15]
|Vus| K`3 0.2254(13) FlaviaNet [54]a

|Vus|/|Vud| K`2 0.2312(13) FlaviaNet [54]b

|Vus|/|Vud| τ -decay 0.2314(24) [55]c

a Values are taken from [54] because other recent evaluations in [56] and the PDG

[29] do not include a new value for f+(0) in [51].
b Values are taken from [54] because it takes all calculations of fK/fπ into
account.
c [55] uses 1.189(7) from [53] for fK/fπ instead of the averaged 1.193(6) in [54].

are calculable, but at lower precision. Thus, K`2 cannot directly compete with
K`3. However, the ratio of the kaon’s form factor fK to the pion’s form factor fπ
is known from lattice QCD with similar relative precision [53]. Hence, decay rate
measurements of K+ → µνµ and π+ → µνµ provide |Vus| · fK/(|Vud| · fπ) (see
Figure 2.6), from which |Vus|/|Vud| is inferred.
An interesting cross check of the previous determination of |Vus|/|Vud| is found in
the hadronic decay of the τ - lepton which is heavy enough to decay into both kaon
(τ− → K−ντ ) and pion (τ− → π−ντ ) (see Figure 2.7). Analogously to K`2-
decays, |Vus| · fK/(|Vud| · fπ) can be accessed in experiment with the same fK/fπ
as above.
The measurement of Vud is the main topic of this work and will be discussed in
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Figure 2.7: Feynman diagrams of τ−decay branches to K− (a) and π− (b)
which allow the determination of |Vus| · fK/(|Vud| · fπ).

more detail in the next chapter. Nuclear β- decays, the neutron decay and the
pion’s β-decay branch are studied to yield Vud. Table 2.3 summarizes measure-
ments of Vus and the most precise value for Vud from superallowed 0+ → 0+

nuclear β-decays. Fitting Vud and Vus from this data neglecting the less precise τ -
decay leaves |Vud| = 0.97425(22) unchanged, but yields |Vus| = 0.2253(9) [54].
The correlation between the two is negligible. Hence, the unitarity test of the first
row of the CKM matrix results in

|Vud|2 + |Vus|2 + |Vub|2 = 0.9999(4)(4), (2.30)

in agreement with unity. Respective uncertainties are due to Vud and Vus. Even
though Vud is known much more precisely than Vus, its larger value causes an
equal share of Vud and Vus to the uncertainty of the unitarity test.

2.3.1 Implications for physics beyond the Standard Model
While Equation 2.30 does not highlight any deviations, it puts stringent limits on
models beyond the Standard Model.

• 4th quark generation: Missing decay strength could indicate a fourth gener-
ations of quarks usually denoted t’ and b’. Equation 2.30 sets constraints on
Vub′ according to the given uncertainty. However, at the present level of pre-
cision, sensitivity to a fourth generation is only possible if it does not follow
the hierarchy |Vud| > |Vus| > |Vub| > |Vub′ | as observed for the first three
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generations. As mentioned before, to date not even |Vub| has a significant
impact on this unitarity test. A priori, the SM does not demand this hierarchy
and on the (massive) neutrino sector the CKM equivalent, the Pontecorvo-
Maki-Nakagawa-Sakata (PMNS) matrix, is not as hierarchically structured.
This constraint is complementary to direct searches at colliders which put
limits on the masses of new quarks [29]. As the number of quark and lep-
ton generations have to be equal in order to cancel the gauge anomaly in
the weak interaction, limits on a fourth generation also arise from respective
heavy lepton searches [29].

• Coupling universality: In the Standard Model the left-handed lepton dou-
blets couple to theW±-bosons analogously to the quark doublets (see Equa-
tion 2.24). The quark coupling only differs by the additional factor due to
the CKM-element Vij . In the low-energy effective Lagrangian the coupling
constant is called the Fermi constant GF (see section Section 2.4). In the
Standard Model

GµF = GCKM
F

(
|Vud|2 + |Vus|2 + |Vub|2

)
= GτF = GbF (2.31)

holds, where the respective Fermi constants are extracted from muon de-
cay, CKM-studies, leptonic tau-decay, and from the fine structure constant
α in combination with weak boson properties. Although in agreement with
the other estimates, GτF ’s precision is too low for stringent Standard Model
tests. Assuming CKM unitarity, deviations fromGµF = GCKM

F could be caused
by exotic muon-decays.3 In fact, some possibilities for non-standard muon
decays are orders of magnitude more constrained by direct searches. But
others such as µ+ → e+νeνµ, where both neutrinos are the respective anti-
neutrinos of the regular µ- decay ( µ+ → e+νeνµ), receive the most stringent
limit by GµF = GCKM

F [56, 57].
GbF is known about 4 times less precise than GCKM

F (again assuming unitarity
in the CKM matrix). The experimental agreement between GµF , GCKM

F , and
GbF poses limits on new heavy SU(2)L doublets or excited W ∗± bosons in
extra dimensions with mW ∗ > 2− 3 TeV [56, 57].

• New boson Zχ in SO(10): A candidate for a Grand Unified Theory (GUT),
the unification of all forces in the Standard Model, could be SO(10) which is
the group of all orthogonal transformations in 10 dimensions with det = 1,
i.e. all rotations. SO(10) can be broken down to SU(3) x SU(2) x U(1) x

3Note that GµF = GCKM
F

(
|Vud|2 + |Vus|2 + |Vub|2

)
and |Vud|2 + |Vus|2 + |Vub| = 1 are not

two independent tests of the Standard Model. The CKM- matrix elements are calculated assuming
GµF = GCKM

F (see Section 2.6.3).
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g Vij Vik g Vji Vki ~jk
l l

if there are no additional quark-mixing effects (such as a
fourth generation).
The first row of V in Eq. (3a) has been very well deter-

mined experimentally by comparing hadronic P decays
with the precisely measured muon decay rate. After ac-
counting for the O(a) radiative corrections of the stan-
dard model, one finds

(3b)

I V.d I
0 9747+0.0010,

I
V.s I

=o 220+0 002
I Vub I

&0.012 .

(4a)

(4b)

(4c)

Taken together and combining the errors in quadrature,
those constraints give

I V.d I
'+

I V- I
'+

I V.b I

'=o 9984+o 0021 (5)

which is to be compared with the three-generation unitari-
ty value of 1 implied by Eq. (3b). The good agreement be-
tween theory and experiment is very impressive, particu-
larly since without the radiative corrections, ' '" i.e., at the
tree level, Eq. (5) would have given 1.039, an apparent
violation of unitarity. So, the experimental measurements
in Eq. (4) constitute a quantum loop amplitude test of the
3-generation standard model at the level of 0.1%.
New physics can be constrained by the disturbance it

causes in Eq. (5). For example, if a new heavy b' quark
with charge ——,

' coming from a fourth generation" or Eb
multiplet' mixes with the other quarks, one finds, from
Eq. (5) and the unitarity requirement g.

I V„~ I
=1 (sum

1 J
over all charge ——, quarks),

V„b I
(0.065 (90% C.L. ) . (6)

If extra neutral gauge bosons exist, they can contribute to
b, through O(a) loop corrections. One can, therefore,
constrain the masses and couplings of such bosons via the
bounds on b, . The rest of this paper is devoted to discuss-
ing the resulting constraints.
General analysis. We begin by assuming a simple ex-

tension of the standard model to an effective
SU(2)L, XU(1)X g;. , U(1); gauge theory with N addi-
tional gauge bosons' Z; with masses mz. Their cou-
plings to fermions are conveniently parametrized by

N
L;„,= g C;Zf'(x)J„'(x), (9a)

2 10;

Similarly, bounds can be placed on heavy-neutrino mix-
ing, composite mass scales, supersymmetry loop correc-
tions, ' etc., using unitarity and Eq. (5). In the case of ad-
ditional O(a) radiative corrections to the V„j, beyond
those of the standard model that have already been ac-
counted for, they cause a further shift b, in Eq. (5) to

I V.d I'+ I V- I'+V.b I'=o 99g4+00021+~.
Three-generation unitarity then implies the bounds

b & —0.001 1 ( 90% C.L.),
b (0.0043 (90% C.L. ) .

where g is the SU(2)I coupling and

g (Qf fi.'YpfL +Qf fR3 ijfR ),f (9b)

where g /4m=a/sin 0~ has been employed. Several
features of our result should be commented on. (1) Since
we ignore O(amf /m ii ) corrections, the fractional
correction induced by the extra Z; is the same for all
I V„ I

. (2) Only the left-handed fermion couplings QL
enter into Eq. (10) because the W-boson couplings in Fig.
1 are purely left-handed and we are ignoring fermion
mass effects. (3) The summation in Eq. (10) is over the Z;
mass eigenstates. Effects of mixing' are included
through the C; and Q' in that expression. (4) Because the
diagrams in Fig. 1 are dominated by high-frequency loop
momenta, QCD strong-interaction corrections to the ha-
dronic P-decay amplitudes are calculable. Following the
analysis in Refs. 10 and 16, we find those corrections
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FICJ. I. Box-diagram corrections to quark and muon P de-
cays involving Z; bosons. For the case of V„, and V„b, d—+s, or
b in the above diagrams.

such that fR L ——[(1+F5)/2]f. The normalization of the
coupling in Eq. (9a) may appear peculiar, but it is
motivated by our subsequent discussion of SO(10) and Eb
grand unification ' and a desire to make it similar in
magnitude to the neutral-current couplings in Eq. (1). In
any case, since the C; and Qf are for now arbitrary, our

L,R
analysis is so far completely general. Of course, the
SU(2)1 symmetry requires Q,' =Q'„, Q„' =Qd, etc. In
addition, we shall assume generation universality, i.e.,

To determine the O(a) corrections to b, in Eq. (7) im-
plied by the additional Z; bosons, one must compute the
one-loop radiative corrections to quark P-decay ampli-
tudes from which the

I V„~ I,j=d, s, b are extracted as
well as muon decay which normalizes those amplitudes.
Ignoring corrections of O(amf /m~ ), one finds that all
relevant O(a) corrections come from the box diagrams in
Fig. 1. A straightforward calculation of those diagrams
(using Q& ——Q,' =Q' =Q'„and Q„' =Qd ——Q,'
=Qt, ) gives

lnx;g I
C

I 'O', O', —Qd,
(10)

x =—mz, . /mii2 2

Figure 2.8: Feynman diagrams in the electroweak interaction between quarks
and leptons involving an extra Z boson. Figure from [58].

U(1) where the first three groups mirror the Standard Model and the last
U(1) corresponds to a new, neutral gauge boson Zχ. Zχ enters in Feynman
diagrams used to measure CKM-matrix elements (Figure 2.8), but also to
the muon decay [58]. Currently, the lower mass limit on Zχ based on the
unitarity test is mZχ > 460 GeV which is less stringent than the tightest
bound from collider searches (mZχ > 822 GeV) [26].

Moreover, the unitarity test constrains right-handed currents, in addition to the
Standard Model’s left-handed current in the weak interaction [26] or aspects of
SUperSYmmetry (SUSY) [59].
Many of these probes of the Standard Model are at or close to the TeV scale and
impose tight constraints on models for new physics. Due to the equal contributions
of Vud and Vus to the uncertainty in the unitarity test, progress on both sides is
essential for a further error reduction. Additionally, all doubts about the accuracy
of theory and experiment in respect to Vud and Vus have to be carefully investi-
gated. Otherwise the precision is not worth as much as is claimed. The importance
of later considerations has been demonstrated in the already discussed shift of Vus
which had incorrectly created a tension of the unitarity in the CKM matrix. We will
next turn to the determination of Vud. Here, concern was raised about theoretical
isospin-symmetry corrections (see Section 2.7) and discrepancies in the measure-
ment of β-decay transition energies were found and resolved through Penning traps
(Section 2.9). Searches for physics beyond the Standard Model on the level of the
effective Lagrangian of nuclear β-decays such as scalar or tensor interactions are
also discussed in [15, 60].

2.4 Nuclear β-decays from first principles of the
Standard Model

Before we develop the formalism for nuclear β-decay, we describe the decay at the
quark-level only. Hence, we neglect the hadronic structure in which the quark is
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embedded in and treat the quark as a free particle. In the rest frame of the decaying
particle, a decay rate Γ in quantum field theory is given as

dΓ =
1

2mi

(∏

f

d3pf
(2π)3

1

2Ef

)
· |M(i→ f)|2 · (2π)4δ(4)(pi −

∑

f

pf ), (2.32)

wheremi is the mass of the particle, the product and sum are over all particles in the
final state, and Ef is the energy of a particle after the decay. The four Dirac deltas,
notated as δ(4), enforce energy and momentum conservation and M(i → f) is
the transition matrix element. The interaction Lagrangian responsible for the weak
decay of a u- to a d-quark and vice versa follows according to Equation 2.25

LI =
g√
2

[
Vud · uLγµdL ·W+

µ + V ∗ud · dLγµuL ·W−µ

+ eLγ
µνe,L ·W−µ + νe,Lγ

µeL ·W+
µ

]
. (2.33)

Here we have dropped the u′ because we will from now on always operate in the
physical mass basis. The (charged) weak interaction Lagrangian for electrons e
and electron neutrinos νe is identical to the quarks with the exception of the addi-
tional factor Vud. Second and third generation leptons are not considered, because
the transition energy in nuclear β-decays is less than the muon or tau mass. It is
common to drop the L-subscript in favour of the left-handed projection operator
PL = 1/2 · (1− γ5), e.g. eLγµνe,L = 1/2 · eγµ(1− γ5)νe. The right handed part
of the fermion fields will thus vanish.
The transition matrix element of the decay u → de+νe is constructed by utilizing
respective Feynman rules. Although these are typically derived in standard text-
books, we will recapitulate some critical steps which will later be essential to ex-
pand the formalism to hadrons and to derive the effective low-energy Lagrangian.
The transition matrix element M is related to the S-matrix of the process via

〈(~pe+ , se+), (~pνe , sνe), (~pd, sd) | S | (~pu, su)〉. (2.34)

Here, each fermion is annotated with its 3-momentum ~p and its z-projection in
spin, i.e. s = ±1/2. With S = 1 + iT , it can be evaluated to4

〈(~pe+ , se+), (~pνe , sνe), (~pd, sd) | iT | (~pu, su)〉 = (2.35)

〈(~pe+ , se+), (~pνe , sνe), (~pd, sd) | T exp
(
i

∫
d4xLI(x)

)
| (~pu, su)〉f.c.d.

4f.c.d. stands for fully connected diagrams and T in front of the exponential means time-ordered.

25



Non-trivial terms will first appear at the second order of the exponential’s expan-
sion. Since 〈(~pe+ , se+) | e and 〈(~pe+ , se+), (~pνe , sνe), (~pd, sd) | u cannot contract,
the only remaining terms of Equation 2.33 at second order expansion are

2i2g2

2! · 2 〈 (~pe+ , se+), (~pνe , sνe), (~pd, sd) |

T
( ∫

d4xV ∗ud · d(x)γµ
1− γ5

2
u(x) ·W−µ (x)

)
×

( ∫
d4yνe(y)γν

1− γ5

2
e(y) ·W+

ν (y)
)
| (~pu, su)〉. (2.36)

Putting the numerical factor and the integrals aside, the bracket can be separated
by Wick’s theorem (e.g. in [23]) to

〈(~pe+ , se+), (~pνe , snue) | νe(y)γν
1− γ5

2
e(y) | 0〉 ×

〈0 | TW+
ν (y)W−µ (x) | 0〉 ×

〈(~pd, sd) | V ∗ud · d(x)γµ
1− γ5

2
u(x) | (~pu, su)〉. (2.37)

〈0 | TW+
ν (y)W−µ (x) | 0〉 is the W-boson’s propagator which can be expressed as

〈0 | TW+
ν (y)W−µ (x) | 0〉 =

∫
d4q

(2π)4

−igµν
q2 −m2

W

eiq·(x−y). (2.38)

The contraction of the brackets with the fields and the integrations over the four-
vectors x and y create δ(4)-functions which establish 4-momentum conservation at
each vertex, hence, qµ = pµu − pµd . Considering the available transition energies of
a few MeV in nuclear β-decays the momentum transfer q is negligible compared to
the mass of the W-bosons (mW ∼ 80 GeV). The propagator (in momentum space)
can be approximated by igµν/m2

W . The resulting transition matrix element

i·M(u→ de+νe) =
V ∗udg

2

8m2
W

d
sd(pd)γ

µ(1−γ5)usu(pu)·νsνe (pν)γµ(1−γ5)ese+ (pe+)

(2.39)
could have also be obtained at first order expansion of Equation 2.36 with an effec-
tive Lagrangian

LI(x) =
g2

8m2
W

V ∗udd(x)γµ(1− γ5)u(x) · νe(x)(1− γ5)e(x). (2.40)
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Figure 2.9: Lowest order Feynman diagram for the ‘decay‘ of a u-quark
within the Standard Model (a) and its low energy approximation in
means of a contact term (b).

All fermions are now evaluated in the expansion at the same space-time point x. As
expected, in the effective Lagrangian the short-range physics (i.e. the exchange of
the W-boson) is not resolved at the lower energy. Instead, it is moved into a contact
term (see Figure 2.9). The coupling constant relates to the definition of the Fermi
constant asGF /

√
2 = g2/(8m2

W ). In correspondence to Equation 2.9, νe(1−γ5)e
and dγµ(1− γ5)u are called the leptonic and quark current, respectively.
Equation 2.32 can now be evaluated utilizing the derived matrix element. However,
since quarks only exist in colourless hadrons, we will first discuss the hadronic
complications to the matrix elements.

2.4.1 Neutron β-decay
The computation of the transition matrix element of the neutron decay follows
analogously the derivation on the previous pages. Within the neutron (udd) a d-
quark decays into a u-quark resulting in a proton (uud) (Figure 2.10). Pending an
exact description of the neutron by means of QCD, we can not evaluate the hadronic
part (compare to Equation 2.37 for the u-quark decay) from first principles. Instead,
one arrives at

VudGF√
2
〈p | uγµ(1− γ5)d | n〉 · 〈e, νe | eγµ(1− γ5)νe | 0〉. (2.41)

The leptonic current can be dealt with as before. The hardronic part is usually split
into the vector (or Fermi) 〈p | uγµd | n〉 and an axial-vector (or Gamow-Teller)
part 〈p | uγµγ5d | n〉. Lacking knowledge about the QCD details, we parameterize
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W
−

Figure 2.10: Feynman diagram of the neutron decay

each part and introduce form factors to cover the hadronic structure. In momentum
space, the most general vector based on all available momenta and spins allows the
Fermi component to be written as

〈p | uγµd | n〉 = ψ
sp
p (pp)

[
f1p

µ + f2q
µ + f3γ

µ + f4iσ
µνpν + f5iσ

µνqν

]
ψsnn (pn)

(2.42)
with pµ = pµn+pµp and qµ = pµn−pµp . ψp and ψn are the Dirac spinors of the neutron
and proton respectively which are themselves spin-1/2 fermions. Applying the
Gordon identity (see e.g. in [23]) for free Dirac particles, the previous expression
can be simplified to

〈p | uγµd | n〉 = ψ
sp
p (pp)

[
gV (q2)γµ +

fM (q2)

2M
iσµνqν +

fS(q2)

2M
qµ
]
ψsnn (pn).

(2.43)
M is an arbitrarily chosen mass to keep the form factors dimensionless. gV and fS
are called the vector and the induced scalar form factors. In analogy to QED, where
the corresponding form factor gives rise to the anomalous magnetic moment, fM
is known as the weak magnetism form factor.
A second analogy to QED will lead to another reduction in the number of required
form factors: For an electromagnetic current Jµ, charge conservation is manifested
in ∂µJµ = 0. With a Fourier transform, J(q = p1 − p2) =

∫
d4x · exp(iqx)J(x),

the continuity equation is qµJµ = 0 in momentum space. Since the structure of the
weak vector current in Equation 2.43 is identical to the electromagnetic current, it
is expected that qµ〈p | uγµd | n〉 = 0 holds. This is one aspect of the Conserved
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W− W−

Figure 2.11: Two examples of Feynman diagrams which modify the weak
axial-vector coupling constant gA due to the strong interaction.

Vector Current (CVC) hypothesis [61]. Then, the weak magnetic component van-
ishes naturally due to the antisymmetry of the Dirac matrices, σµνqµqν = 0. In
the limit of exact isospin-symmetry the masses of protons and neutrons are equal.
Hence,

ψp(pp)qµγ
µψn(pn) = ψp(pp)(/pn − /pp)ψn(pn) = (mn −mp)ψp(pp)ψn(pn) = 0

(2.44)
when the free Dirac equation is employed. In contrast, the induced scalar contri-
bution does not vanish; therefore, CVC, qµJµ = 0, requires fS to vanish.
Similar steps can be undertaken for the axial part of the hadronic weak current. Due
to the negligible momentum transfer in neutron and nuclear β-decays, we continue
by working in the limit q2 → 0 and neglect all terms in q.

〈p | uγµ(1− γ5)d | n〉 = ψ
sp
p (pp)

[
gV (0)γµ − gA(0)γµγ5

]
ψsnn (pn) (2.45)

gA is renormalized in the presence of the strong force as illustrated by meson ex-
change diagrams in Figure 2.11. However, gV is protected by the CVC hypothesis.
The strong interaction does not renormalize the electric charge as evident by the
equality of the absolute charge value of electrons and protons. In the same manner,
the CVC hypothesis assumes gV is not affected by the strong force and should for
q2 → 0 be equal to the free quark limit, gV (0) = 1. The validity of CVC itself
is subject to intense experimental scrutiny, particularly through studies of superal-
lowed nuclear β-decays.
In the standard or Dirac representation of the γ matrices (see e.g. in [22]) the (4
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dimensional) spinor of a free fermion (which we will associate with a nucleon)

ψs(p) =

(
χs

σi·pi
E+mχ

s

)
−−−−→
p� m

(
χs

0

)
(2.46)

is in the non-relativistic limit p � m represented by the 2-dimensional χs only.
For the neutron at rest this is exact. For the proton it is a good approximation
due to the small momentum transfer, q2 � m2

p, i.e. the recoil of the proton is
neglected. When applying Equation 2.46 to Equation 2.45 and using again the
standard representation, one obtains

〈p | uγµ(1− γ5)d | n〉 = gV (0)χ+
p χnδ

µ0 − gA(0)χ+
p σiχnδ

µi. (2.47)

The vector or Fermi component consequently cannot flip the nucleon’s spin (∆S =
0), while the axial or Gamow-Teller part may, due to the presence of σi, change the
spin (∆S = 1). This implies that in the Fermi decay contribution the anti-neutrino
and electron couple to S = 0, and for Gamow-Teller to S = 1. Since the neutron
decay is spin 1/2 to spin 1/2, it involves both components.
Combining the results (Equation 2.47, Equation 2.41) we end up with

iM =
VudGF√

2
(gV χ

s,+
p χs

′
n δ

µ0 − gAχs,+p σiχ
s′
n δ

µi) · ese(pe)γµ(1− γ5))νsν (pν)

(2.48)
for the transition matrix element. We have dropped the explicit notation of q2 →
0 for gV and gA. The leptonic current was obtained analogously to the u-quark
decay. Equation 2.32 yields the neutron’s lifetime τ = Γ−1, but also momentum
correlations between the outgoing fermions. Correlation measurements in neutron
and nuclear β-decay are themselves a wide field of study to probe the Standard
Model because they could be sensitive to new physics in the form of scalar or tensor
interactions or deviations from the maximal parity violation in the V − A theory
[60]. The measurements discussed in this thesis are neither with spin-polarized
neutrons or nuclei nor are they sensitive to the spin of the outgoing particles. When
averaging over all initial spin states and summing over all final spins the total decay
rate of the neutron becomes

Γ =
G2
F | Vud |2

2π3
(g2
V + 3g2

A)

∫ Q+me

me

dEe(Ee−Q−me)
2Ee
√
E2
e −m2

e (2.49)

where the phase space integral is over the electrons’ total energy and Q is the mass
difference between initial and final (massive) particles, Q = mn − mp − me.
The literature commonly defines λ = gV /gA and normalizes the integral to the
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electron’s rest energy, me. Vud is then related to the neutron’s mean lifetime τ and
λ according to

| Vud |2=
2π2

G2
F g

2
Vm

5
e

· 1

τ(1 + 3λ2)f
(2.50)

with the statistical rate function f

f =

∫ W0

1
dW (W −W0)2W

√
W 2 − 1. (2.51)

Hence a measurement of the neutron’s half-life as well as λ allows for an exper-
imental determination of Vud, when taking GF from measurements of the muon
decay. The mass difference between neutron and proton is well known. Although
a more exact treatment has to take radiative corrections as well as a modification
of f into account, the neutron decay is a theoretically clean way to determine Vud
because there are no nuclear corrections to consider. This feature is also shared by
the β-decay of the pion, but this pion decay branch has a tiny Branching Ratio (BR)
in the order of only 10−8. Thus, the neutron β-decay is often considered to be the
most attractive option to determine Vud. However, the uncertainty is dominated by
experiment, particularly, since the neutron lifetime remains intensely debated with
considerable shifts in its mean-value over the decades (Figure 2.12). More recently,
a measurement by Serebrov et al. in 2005 [62] deviated from the previous world
average by 6.5 σ and from the previously most precise single measurement [63]
by 5.6 σ. The debate about these seriously conflicting data was intensified in 2010
by Pichlmaier et al. [64] who reported a neutron lifetime closer to [62] (see Fig-
ure 2.12b). Furthermore, Serebrov and Fomin [65] have challenged the analysis of
systematic errors in previous experiments of trapped Ultra Cold Neutrons (UCN),
including the one in [63].
Following a recent review [66], these discrepancies can only be resolved by de-
tailed re-analysis of existing measurements or through improved next generation
experiments. In the latter context, consistency between results from trapped UCN

and currently less precise neutron beam experiments (see Figure 2.12b) would be
of particular importance as both are dealing with very different sources of system-
atic errors.
In addition to the unsatisfactory situation regarding the neutron lifetime, the de-
termination of Vud by studying the neutron β-decay requires knowledge about
λ = gV /gA (see Equation 2.50). Experimental results for λ show a larger spread
than statistically expected, too, and the PDG had to inflate the uncertainty on the
weighted average accordingly [29]. Hence, all these difficulties make Vud from
neutron decay less competitive in comparison to superallowed nuclear β-decays.
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Figure 2: A historical perspective of values of a few particle properties tabulated in this Review as a function of date of
publication of the Review. A full error bar indicates the quoted error; a thick-lined portion indicates the same but without
the “scale factor.”

Figure 2.12: Neutron lifetime τ : (a) historical evolution of τ measurements
over the last half-century. Figure from [29]. (b) Experimental results
currently considered by the Particle Data Group (PDG)[29]. The hori-
zontal band represents the PDG average which includes a scale factor
to take into account the inconsistencies between the data. See text for
details.

2.4.2 Nuclear β-decays
In the previous section the formalism of the neutron’s β-decay has been introduced.
The proton β-decay is energetically forbidden (mn > mp), but its decay formalism
could be developed along the same lines. Within an atomic nucleus this energy
might be available and in the nuclear environment the decay of a neutron into a
proton and vice versa are observed. According to the electric charge of the lepton,
they are known as β− and β+. Related to each other by the crossing symmetry, the
β+ is in competition with the nuclear Electron Capture (EC). In this process, an
electron from an atomic shell is captured into the nucleus.
With the introduction of form factors, the formalism of the previous section is
operating on nucleons instead of the fundamental quarks. Nucleons are also the
entities nuclear theory is working with. In this sense, the framework is already well
suited for the correct resolution scale. However, it needs to be further adapted to
properly integrate the nuclear surrounding in the β-decay. Following Equation 2.41
we will need to evaluate

i ·Mβ− =
VudGF√

2
〈ψD | γµ(1− γ5) | ψP 〉 · ese(pe)γµ(1− γ5))νsν (pν) (2.52)
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for β− and

i ·Mβ+ =
V ∗udGF√

2
〈ψD | γµ(1− γ5) | ψP 〉 · νsνe (pν)γµ(1− γ5)ese+ (pe+) (2.53)

for β+ decays. ψP and ψD denote the parent and daughter nucleus of the decay.
But in contrast to Equation 2.42 and later equations, we cannot describe a nucleus
as a Dirac spinor. Nuclei are generally not spin 1/2 objects and are compound
objects with a spectrum of excited states built upon the ground-state. It is our aim to
translate 〈ψD | γµ(1−γ5) | ψP 〉 into a language of nuclear theory such that nuclear
wavefunctions can be employed. To do so, let’s reconsider the neutron decay.
According to Equation 2.47 and Equation 2.48, the non-vanishing components in
the approximation of ~pp � mp for the proton are

〈p, e, ν | iT | n〉 =
VudGF√

2

∫
d4xeix(pp+pν+pe−pn) ×

χs,+p (pp)
[
gV δ

0µ − gAσiδµi
]
χs
′
n (pn) · `µ, (2.54)

where `µ is the leptonic current in momentum space. Neglecting the recoil of the
proton (~pp � mp) yields a decay rate dΓ which is independent of ~pp except for
the Dirac delta in three momentum δ(3)(~pp + ~pν + ~pe). Hence, the integration over
the proton’s three-momentum in Equation 2.32 will not have any impact on the
decay rate and we drop d3pp in Equation 2.32. In other words, neglecting ~pp does
not mean ~pν = −~pe from the Dirac delta, but the proton absorbs any momentum
which the electron and anti-neutrino might have. Consequently, the integration
of x in Equation 2.54 which generates the δ(4) is only needed to enforce energy
conservation. The transition matrix element is then redefined as

〈p, e, ν | iT | n〉 = 2πδ(En − Ep − Eν − Ee) · iM (2.55)

with

iM =
VudGF√

2

∫
d3xei~x~ppχs,+p (pp)×

[
gV δ

0µ − gAσiδµi
]
e−i~x~pnχs

′
n (pn) · `µei~x(~pe+~pν). (2.56)

In a plane wave ansatz χsp(~x) = e−i~x~ppχsp(pp) and χs
′
n (~x) = e−i~x~pnχs

′
n (pn) this is

further simplified to

iM =
VudGF√

2

∫
d3xχs,+p (~x)

[
gV δ

0µ − gAσiδµi
]
χs
′
n (~x) · `µei~x(~pe+~pν). (2.57)
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Next, we re-call the isospin symmetry of Section 2.1.3 and associate neutron and
proton as isospin Tz = 1/2 and Tz = −1/2 projections of the same doublet re-
spectively. Isospin is in many ways analogous to regular spin or angular momentum
and we can describe the neutron-decay matrix element with the isospin lowering
operator t̂− as

iM =
VudGF√

2

∫
d3xχ+(~x, s,−1/2)×

[
gV δ

0µ − gAσiδµi
]
t̂−χ(~x, s′,+1/2) · `µei~x(~pe+~pν). (2.58)

Because the isospin-symmetry is broken, we will at a later point need to introduce
theoretical corrections to this approximation. In this formulation we are dealing
with nucleon wave-functions in position space including their isospin projections.
In this picture, the β-decay on nucleon level is a change in the z-projection of the
isospin and is taken care of by the isospin-lowering operator.
This result can now be generalized to nuclear wave-functions where the nuclear
isospin lowering and raising operators are defined as the sum over all A nucleons
in a nucleus

T̂− =
A∑

i=1

t−(i), T̂+ =
A∑

i=1

t+(i), (2.59)

where t±(i) acts upon nucleon i. Suppose a parent nucleus P with A nucleons of
which Z are protons; it is described by a nuclear wave-function ψP (α, Tz) where
α denotes all quantum numbers including its total angular momentum J , but not its
isospin projection Tz = (N − Z)/2. The wave-function is the Slater determinant
over the individual nucleons,

ψP (α, Tz) = A[χp1(x1) · χp2(x2) · ... · χ(xZ)pZ · χ(xZ+1)n1 · ... · χ(xA)nA−Z ],
(2.60)

with A yielding the full anti-symmetrization. If we assume non-relativistic nucle-
ons (~pi � m) in the atomic nucleus, the same approximations as in the neutron-
decay can be followed. In the β− decay of a nucleus ψP (α, Tz) to the daughter
nucleus ψD(α′, Tz − 1), Equation 2.58 is then generalized by summing over all
nucleons. This combines to the nuclear isospin lowering operator as defined above
(Equation 2.59). Instead of integrating over just one nucleon’s spatial coordinates,
the integration over all nucleons’ positions is necessary. Thus, the transition matrix
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element follows

iM =
VudGF√

2

∫
d3x1...d

3xAψD(x, α′, Tz − 1)×
[
gV δ

0µ − gAσiδµi
]
T̂−ψP (x, α, Tz) · `µ. (2.61)

In the previous step, the exponential with the lepton momenta was expanded,
exp

[
i~x(~pe + ~pν)

]
≈ 1+i~x·(~pe+~pν) and only the first constant term was kept. This

is possible due to the small momentum transfer in nuclear β-decays in comparison
to the size of the nucleus. The expansion corresponds in the phenomenology of
β-decays to allowed (first term) and forbidden transitions (all remaining terms).
As the expansion term of the 1st forbidden transition, i~x · (~pe + ~pν), is linear in
~x, the parity of parent and daughter wave-function must be opposite parity states,
i.e. πP = πD · (−1), otherwise the spatial integration would vanish. Conversely,
for allowed transition the parity of the two wave-functions must be the same. In
allowed transitions, the total angular momentum of the leptons couples to L = 0
and, hence, LP = LD. The derivation will continue in the allowed approximation
only.
In the last equation, the only part which remains dependent on the lepton momenta
is the leptonic current, which is formally independent of any spatial coordinate.
This was correct for the neutron decay, however, in the nuclear decay one can-
not assume a free outgoing (anti-) electron as the other nucleons will distort the
β-particle. This is usually accounted for by adding a term F (Z,Ee), which is cal-
culated by solving the Dirac equation for continuum states in the presence of a
point-like nucleus with charge Ze and compare the solution to the free Dirac equa-
tion. F (Z,Ee) is known as the Fermi function. In this formulation, the leptonic
current `µ remains identical to the neutron decay and independent of the spatial
integrations. The hadronic and leptonic part are thus separated. When summing
over all initial and averaging over all final spin projections, we obtain analogously
to the neutron a decay rate of

Γ =
G2
F | Vud |2 m5

e

2π3
f ·
[
g2
V |MF |2 +g2

A |MGT |2
]

(2.62)

with a statistical rate function of

f =

∫ W0

1
dW (W −W0)2W

√
W 2 − 1 · F (Z,W ). (2.63)

Following its definition in Equation 2.51, the maximal (normalized) energy of the
outgoing electron is W0 = (Q + 1)/me. MF and MGT are known as the nu-
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Qβ− = m(Z, N) − m(Z + 1, N − 1)

Qβ+ = m(Z, N) − m(Z − 1, N + 1) − 2me

Figure 2.13: Schematics to illustrate the definition of Q-values with atomic
masses m(Z,N) for β−, β+-decay, and nuclear electron capture.

clear matrix elements for the Fermi (vector) or Gamow-Teller (axial-vector) parts.
According to Equation 2.61, they are expressed as

MF ≡ 〈f | T̂− | i〉 ≡
∫
d3x1...d

3xAψD(x, α′, Tz − 1)T̂−ψP (x, α, Tz) (2.64)

MGF,i ≡ 〈f | σi · T̂− | i〉 ≡
∫
d3x1...d

3xAψD(x, α′, Tz − 1)σi · T̂−ψP (x, α, Tz)

For β+-decays, the same equations hold except that T̂− is replaced by T̂+ and the
transition undergoes from Tz to Tz + 1. Additionally, the Q-values for β− and
β+-decays are defined differently, see Figure 2.13.
When energetically possible, i.e. Q > 0, the decay can proceed to the ground
state or to excited states in the daughter nucleus. As discussed above, according to
the selection rules for the relation between the initial and final states, the leptons
couple to S = 0 for Fermi-transitions and to S = 1 for Gamow-Teller. Allowed
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transitions further require ∆L = 0 and according to πf = πi · (−1)∆L also ∆π =
0. Generally, transitions involve both Fermi and Gamow-Teller parts. However,
when the total angular momentum J = S + L changes by ∆J = 1 the transition
is a pure Gamow-Teller decay. Pure Fermi decays are transitions between nuclear
states with total angular momentum Ji = Jf = 0.
The half-life T1/2 of a nuclide is related to the individual transitions by

T1/2 =
ln(2)∑
f Γf

, (2.65)

where the sum is over the transition rates to all populated states in the daughter
nucleus. For β+-decays this includes the electron-capture branches as well. The
Branching Ratio (BR), R, of a specific transition is defined as R = Γk/(

∑
f Γf ).

Individual transitions are usually characterized by their ft-values. f is the statis-
tical rate function with the transition energy or Q-value to this specific state and
t is the partial half-life t = T1/2/R = ln(2)/Γ. In β+-decays with competing
electron-capture it is further corrected for the probability of an electron capture to
this state,

t =
T1/2

R
(1 + PEC), (2.66)

when we define the BR as the transition strength to a particular nuclear level, in-
dependent of whether it was populated by EC or β+-decay. PEC is the electron
capture fraction, which is discussed in [67]. Its calculation depends, among others,
also on the Q-value.
In other words, the ft-value describes how ‘fast’ a particular transition is, correct-
ing for the available phase space. To determine an ft-value experimentally, the
half-life and the BR are required for the partial half-life t and the transition energy
has to be measured which enters into the statistical rate function f . For allowed
transitions it is equal to

(ft)−1 =
ln(2)G2

F | Vud |2 m5
e

2π3
·
[
g2
V |MF |2 +g2

A |MGT |2
]
. (2.67)

In order to extract Vud from nuclear β-decays, the ft-value, the nuclear matrix
elements MF and MGT , as well as its gA have to be known. The nuclear matrix
elements are generally not calculable precisely enough to obtain a competitive es-
timate of Vud. Isospin T = 1/2 mirror and superallowed 0+ → 0+ β-decays are
more favourable because they proceed between isobaric analog states whose wave-
functions only differ by the isospin projection. Consequently, the nuclear matrix
elements are simpler to calculate. The value of Vud from T = 1/2 mirror decays
has been evaluated recently for the first time [68]. Since these decays are Fermi-

37



Rep. Prog. Phys. 73 (2010) 046301 I S Towner and J C Hardy

0.9700

0.9800

0.9750

nuclear
0 0+ +

neutron nuclear
mirrors

pion

0.001

0.003

0.002

Vud

U
nc

er
ta

in
ty

Experiment Radiative correction Nuclear correction

Figure 8. The five values for Vud derived in the text are shown in the top panel, the grey band being the average value. The four panels at the
bottom of the figure show the error budgets for the four results shown in the top panel with points and error bars. The three contributors to
the uncertainties—experiment, radiative correction and nuclear correction—are separately identified.

Finally, the Particle Data Group [111] combines the
inclusive (8.3) and exclusive (8.6) determinations of |Vub| by
taking a weighted average of the two to obtain

|Vub| = (3.93 ± 0.36) × 10−3, (8.7)

a result that is dominated by the inclusive measurements.

9. CKM unitarity and its significance

In section 6 we described four different classes of
β-decay measurement used to determine Vud experimentally:
superallowed 0+ → 0+ nuclear transitions, neutron decay,
mirror nuclear transitions and pion decay. Each of the four has
produced a value—two values in the case of neutron decay—
for Vud. The result for nuclear superallowed transitions appears
in (6.8); those for neutron decay are in (6.17) and (6.18); the
mirror-transition value appears in (6.24) and that for pion decay
is in (6.29). All five results are plotted in the top panel of
figure 8. Obviously, they are consistent with one another but,
because the nuclear superallowed value has an uncertainty at
least a factor of six less than all other results, it dominates any
average. Furthermore, the more precise of the two neutron
results can hardly be considered definitive since it involves
only two selected measurements. Consequently we use the
nuclear superallowed result, (6.8), as the appropriate value for
Vud to use in testing CKM unitarity.

To date, the most demanding test of CKM unitarity comes
from the sum of squares of the top-row elements (2.13),
|Vud|2 + |Vus|2 + |Vub|2, which should equal one. Since
|Vud|2 constitutes 95% of this sum, the precision on Vud is
of paramount importance. The value of

|Vud| = 0.974 25 ± 0.000 22 (9.1)

derived in section 6.1.4 has a precision of 0.02%, which is the
most precise result so far obtained for this matrix element and
is, by more than an order of magnitude, the most precisely
determined value for any element in the CKM matrix.

The CKM matrix element Vus can be obtained from K"3

(see section 7.1) and K"2 (section 7.2) decays. The SU(3)-
symmetry-breaking correction is too uncertain to include the
results from hyperon decay (section 7.3) while values from τ

decay (section 7.4) are at the present time lacking sufficient
experimental precision. For K"3 decay, we have (7.4)

|Vus| = 0.2246 ± 0.0012 (9.2)

and from K"2 decay (7.10)

|Vus|
|Vud|

= 0.2319 ± 0.0015. (9.3)

Thus, we now have three pieces of data—|Vud| from
nuclear decays, (9.1), |Vus| from K"3 decays, (9.2), and the ratio
|Vus|/|Vud| from K"2 decays, (9.3)—from which to determine
two parameters, |Vud| and |Vus|. We perform a non-linear least
squares fit to obtain the result

|Vud| = 0.974 25(22), |Vus| = 0.225 21(94). (9.4)

Note that the value of |Vud| obtained from this fitting
procedure is left unchanged compared with (9.1); while |Vus| is
increased compared with (9.2), but still well within the quoted
uncertainties.

As described in section 8, the third element of the top
row of the CKM matrix, Vub, is very small and hardly
impacts on the unitarity test at all. Its value from the
2008 Particle Data Group compilation [11], given in (8.7), is
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Figure 2.14: Top: Vud extracted from different types of decays. For the neu-
tron decay, the larger error bar reflects the large, non-statistical spread
of neutron lifetime measurements, while the smaller one only takes the
neutron-lifetime of [62] and the asymmetry measurement in [69] into
account. The lower panels display the partial contribution of experi-
ment and theoretical corrections. Figure from [26].

Gamow-Teller admixtures and involve gA, which is renormalized in the presence
of the strong force, additional experimental input in the form of a correlation mea-
surement is necessary. Superallowed 0+ → 0+ β-decays are less cumbersome;
because of Jf = Ji = 0 they are pure Fermi decays. They are currently the most
precise way to gain Vud (see Figure 2.14).

2.5 Superallowed 0+ → 0+ β decays
Quantum mechanical addition of angular momentum allows for transitions be-
tween nuclear states with total angular momentum Ji = Jf 6= 0 to have both
Fermi and Gamow-Teller contributions. However, for Ji = Jf = 0 and ∆L = 0 in
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the allowed approximation, any change in spin S is forbidden, thus ∆S = 0, too,
and we deal with a pure Fermi decay and MGT = 0.
As a consequence of the (approximate) isospin-symmetry in the nuclear force,
there are states in isobars, i.e. nuclides with the same mass number A, which
are (almost) identical except for their Tz quantum number. These states are called
isobaric analog states or members of an isobaric multiplet. In accordance with an-
gular momentum rules, a multiplet with total isospin T will have 2T + 1 isobaric
analog states with Tz ranging from −T to +T . Since the isospin-symmetry is bro-
ken, isobaric analog states are not degenerate. Their relative position in energy is
described by the Isobaric Mass Multiplet Equation (IMME) [70]. Assuming that
all t(i)z dependent contributions (including Coulomb) to the nuclear force can be
expressed like the Coulomb force as a sum of isoscalar, isovector, and isotensor
parts (i.e. spherical tensors with rank ≤ 2 in isospin space), the masses of isobaric
analog states follow a parabola in Tz .

M(A, T, Tz) = a(A, T ) + b(A, T ) · Tz + c(A, T ) · T 2
z . (2.68)

The IMME can be derived in first order perturbation theory by utilizing the Wigner-
Eckart theorem.
It is essential for the description of the β-decay branch between isobaric analog
states that the nuclear wave-functions of parent and daughter are identical requir-
ing ∆L = ∆J = ∆S = ∆T = 0. To first order, they only differ by their isospin
projection Tz . All nuclear structure details of the wave-functions are consequently
irrelevant when the nuclear matrix element MF is evaluated in Equation 2.64. Re-
ferring once more to the analogy of isospin to angular momentum, the action of the
isospin raising or lowering operator T̂± is well understood and we obtain

MF = 〈α, T, Tz ± 1 | T̂± | α, T, Tz〉 =
√

(T ∓ Tz) · (T ± Tz + 1). (2.69)

Due to the maximal overlap of the nuclear wave-function, β-decays between iso-
baric analog states are called superallowed decays.
A superallowed 0+ → 0+ nuclear β-decay occurs between isobaric analog states
which have both a total angular momentum of J = 0. It combines the advantages
of a pure Fermi decay and simple nuclear matrix elements. Due to the Coulomb
repulsion, isobaric analog states with larger Z are generally less bound and all su-
perallowed decays discussed here are β+-decays. T = 1 cases are studied most
extensively although ft-values of T = 2 superallowed β emitters have been mea-
sured (e.g. [71]).
The T = 1 cases are divided into two groups of decays, Tz = −1 → 0 and
Tz = 0 → 1. In both cases, the nuclear matrix element yields MF =

√
2 (see
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Equation 2.69). The ft-value for superallowed 0+ → 0+, T = 1 nuclear β-decays
is simply

ft =
π3

ln(2)g2
VG

2
F | Vud |2 m5

e

=
K

2g2
VG

2
F | Vud |2

, (2.70)

where the constant K = 2π3 ln 2/m5
e has been introduced. Note that this result

for the ft-value is independent of any specifics of the transition and should be the
same for all superallowed 0+ → 0+, T = 1 nuclear β-decays. This will allow
one to test the validity of the CVC-hypothesis experimentally, which requires that
gV = 1 for all β-decays. Before doing so, the ft-values need to be adjusted by
several theoretical corrections to account for critical approximations in the previous
derivations.

2.6 Theoretical corrections to the ft-values
Theoretical corrections to the ft-values are small and only a few percent. But at
the present experimental precision they dominate the uncertainty in the so-called
corrected Ft-values. The origin of these corrections are

• isospin symmetry breaking,

• radiative correction, and

• shape correction and atomic overlap correction in the statistical rate function.

In the evaluation of the nuclear matrix element, isospin-symmetry has been as-
sumed. Although an approximate symmetry of chiral QCD, it is broken even in
QCD itself but most notably by the Coulomb interaction as neutrons are electrically
neutral while protons are not. Respective inaccuracies are repaired by the isospin-
symmetry breaking corrections δC . They are dependent of the nuclear structure and
are thus specific to each decay. More details are elaborated in Section 2.7. In this
section, we will only consider the to-date most reliable calculations of δC based on
the nuclear shell model with Saxon-Woods radial wave functions [72, 73].

2.6.1 Corrections to the statistical rate function f
In Equation 2.63, the statistical rate function was defined as the normalized phase
space integral over the β-particle’s energy. It was already corrected with the Fermi
function F (Z,Ee), which took into account that the outgoing β particle is not a
free Dirac spinor but is influenced by the charge of the daughter nucleus. The
framework of F (Z,Ee) assumed the nucleus as a point-like particle. However, at
the level of experimental precision this approximation is insufficient. The finite
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size of the nucleus cannot be ignored and a more accurate model for the nuclear
charge distribution is appropriate. Additionally, the atomic electrons are shielding
the charge of the nucleus. Both effects are accommodated by adding the shape-
correction function S(Z,W ) to the statistical rate function [74]. S(Z,W ) incor-
porates a mild dependence on the nuclear structure of the involved nucleus. The
theoretical uncertainty in f (0.01% for light nuclei up to 0.1% for A = 74) due
to the different shell model calculations is currently small compared to the uncer-
tainty due to the Q-value and is not added to the error budget of f [75].
Since the β-decay changes the charge Z of the nucleus, the atomic electron wave-
function of the parent and daughter nucleus are not identical. The mismatch in the
atomic wave-functions hinders the β-decay slightly. This is taken into account by
the atomic overlap correction r(Z,W ) [15]. That such a small effect is considered
necessary to be dealt with at all, accentuates the level of experimental precision in
regards to the Q-value.
With these two new modifications, the statistical rate function is corrected to

f =

∫ W0

1
dW (W −W0)2W

√
W 2 − 1 · F (Z,W ) · S(Z,W ) · r(Z,W ). (2.71)

In this treatment, care has to be taken that parts of the electromagnetic interaction
between the β-particle and the daughter nucleus incorporated in F (Z,W ) are not
accounted for in the radiative corrections which are discussed in the next subsec-
tion.
Neglecting the shape correction function S(Z,W ) would change the statistical rate
function by 0.2% at A = 10 up to 5.7% at A = 74 [74]. When considering
r(Z,W ), f is modified by maximally 0.02% [15].

2.6.2 Radiative corrections
Radiative corrections consider the emission of bremsstrahlung photons, which are
usually not detected in experiment, as well as loop effects of exchange of photons
and Z-bosons [76][77, 78][79][80]. For superallowed β-decays, the β-decay rate
Γ0 is correct to Γ = Γ0 · (1 +RC) with

RC =
α

2π

[
g(Em) + δ2 + δ3 + 3 ln

mZ

mp
+ ln

mZ

mp
+Ag + 2C

]
. (2.72)

For details, the reader is referred to the literature. Here, only the origin of the
corrections is discussed. The first four terms are due to loop corrections and
bremsstrahlung which involve the electromagnetic and weak vector interactions.
A comprehensive description of g(Em) is found in [76]. It is a universal func-
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B. Corrections to the vertex Qh'h

To simplify the analysis we assume in this section
that @', has been defined to have exactly zero vacuum ex-
pectation value, so that tadpole contributions such as
Figs. 5(i), (j) can be disregarded (Taylor, 1976).
We first discuss the counterterms of order g' associ-

ated with the vertex @h'h. Referring back to Eq. (6.1)
we note that in this equation g and bwa e arequa t
ties. Imagining that these constants are written as g
and mw, performing the shifts g'=g- 5g, rn' =m~w
—5m~, remembering Eqs. (6.4) and (6.5), and including
the field renormalization of (p, we see that up to terms
of order g' the interaction of (p with the quarks can be
expressed as

(6.22)

g 5mw 5g Z@- 1+
2 4'

[Q~, /5m'] (((& (6.23)

where and rng w are now renormalized constants. The
term (Z —1)/2,— ~„~ ~rises because in order to cancel the di-
vergent parts in the corrections to the ~ and pro a-
gators &see Fi . 7,'g & ig 7g we may choose to rescale the ~ and

o e an propa-

6 fields d, and this rescaling induces a corr t th
Pg@ vertex. Alternatively, we may choose not to re-
scale the fields, in which case the contribution (Zz —1)/2
arises through the combined effect of the un'renormalized
diagrams of Fig. 7 (for details, see Appendix E) N t

o that m our approach we do not absorb ~Z~ in a cou-
p ing constant renormalization because duse g an new are al-
ready renormalized constants.
We now turn our attention to the three-point correla-

tion amplitudes depicted in Fig. 5(b). The Z-exchange

(c)
FIG. 8. Box diagrams involving Higgs scalars.

contribution to Fig. 5(b) is given by
2
lim D 1
xm D(z& —p(z)]» m u a v1IIl (D —

( z 2 )W
(6.24)

where D(» is defined in Eq. (3.11) and

p, z) =-d(q') (p, ,-). ~ (5ml)(z)
h

—(nm'„, ),z), , d(q')
P —g —Vl hr

subtracts the pole terms of D at = T
s

«& a q = q. To be precise,
d(q ) is the on-mass-shell matrix element of is d'~ be-
ween the initial and final hadrons evaluated at q'

(6.25)

d(q' ) = ,' [F',"'(q' )—(m'„-m ', ) + F''"(q') q' ]
in the notation of Sec. III. Using the W d de ar i entity of
Eq. (3.10) and recalling Eqs. (3.8), (6.25), and (6.26)
we find

~ ~ $ ~ $ ~

(6.26)

Zlcm D, z& —p«, ] = —F( '(q') [5m „, , —5m'„, , ] + q T",

d k
y2 2 (z)(q

Z
(6.27)

where T, hm2 and v«)(k) are defined in Eqs. (3.7)
(3.9') and 3.12& .12', . The first term on the right-hand side

~ ~

of E . &627q. & . ~ arises because the "pole terms" B
don' t

ms q «) an
p«, cancel exactly but leave a finite remainder
wh)ch xs, as expected, free from the pole singularity at

Next wewe consider the associated corrections to the ver-
tex of ia J" indui » in uced by the order n counterterms [Fig.
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Figure 2.15: γW -box and ZW -box diagram. Figure from [77].

tion which depends on the energy of the (anti-)electron with a maximal energy
Em and is averaged over the available β-decay spectrum. δ2 and δ3 are higher
order expansion terms in Zα2 and Z2α3. The remaining terms are related to the
weak axial-current, which, as derived in the previous sections, does not enter to
first order (or tree-level) for pure Fermi-decays. Loop corrections at higher orders
are nevertheless sensitive to the axial-vector interaction, where gA is not protected
by CVC. A dominant contribution to these terms is the loop in the γW - box di-
agram [80] (see Figure 2.15). For instance, the weak axial-vector might change
the spin, but the electromagnetic interaction between the nucleus and the outgoing
β-particle could reverse it, which is allowed even for Ji = Jf = 0. This partic-
ular contribution is part of the correction term C. In [72], C is divided into the
two components. In one part, the same nucleon is spin-flipped twice, while in the
second component two different nucleons are involved. Consequently, the latter
one depends on nuclear structure. Furthermore, the coupling of spin-flip processes
is quenched in the nuclear medium. Hence, they are nuclear structure dependent,
too, but different from free nucleons [72]. As a consequence, the nuclear structure
dependent contributions in C are separated from the universal part according to
C = C(free) + CNS.
It is conventional to separate these terms into transition independent (∆V

R) and tran-
sition dependent parts. Latter ones are further divided into those which depend on
the specifics of the transition, i.e. the charge Z of the daughter nucleus and the
Q-value, but are independent of nuclear structure (δ′R) and those which depend on
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the structure of the nucleus δNS .

∆V
R =

α

2π

[
3 ln

mZ

mp
+ ln

mZ

mp
+Ag + 2C(free)

]
(2.73)

δ′R =
α

2π

[
g(Em) + δ2 + δ3] (2.74)

δNS =
α

2π
CNS. (2.75)

Recent improvements in the radiative corrections [80] have led to an alteration of
these expressions, but the same conventions for ∆V

R , δ′R, and δNS remain [73]. For
the transition independent radiative correction one obtains ∆V

R = (2.361±0.038)%
[73]. δ′R are ≈ 1.5% and the nuclear structure dependent corrections δNS range
from 0.005(20)% in 26mAl to −0.345(35)% in 10C [73].

2.6.3 Corrected Ft-values
Collecting all contributions together, we end up with the correctedFt-value, which
is related to Vud as follows:

Ft = ft(1 + δ′R)(1 + δNS − δC) =
K

2g2
VG

2
F | Vud |2 (1 + ∆V

R)
= const, (2.76)

where gV = 1 according to CVC. This equation summarizes the program of super-
allowed 0+ → 0+ nuclear T = 1 β-decays. In principle, a single superallowed β-
decay would allow one to derive Ft. However, in order to minimize errors it is im-
portant to measure as many superallowed decays as possible with high precision to
establish their ft-values experimentally. Figure 2.16(a) illustrates the experimental
status of the 13 most precisely measured cases whose Ft have uncertainties of less
than 0.4 %. Appyling the transition dependent theoretical corrections, δ′R, δNS , and
δC yields the corrected Ft-value, which should, according to the CVC-hypothesis,
be identical for all T = 1 superallowed decays. Hence, the agreement of all Ft-
values represents a stringent test of CVC. When considering the isospin-symmetry
breaking corrections from shell model with Saxon-Woods radial wave functions
(see Figure 2.16(b)), the CVC hypothesis is indeed confirmed at the 1.3 ·10−4 level
[15]. This consistency between Ft-values also highlights another advantage of the
Vud extraction from superallowed β-decays over neutron and pion decay: experi-
mental or theoretical errors are minimized because the same quantity is extracted
from and cross checked between a group (currently 13) of individual decays. Any
deviations should show up in Figure 2.16(b) before the calculation of Vud.
In combination with ∆V

R and the Fermi constantGF from muon decay, the weighted
average of currently Ft = 3072.08(79) s [15] finally yields Vud. Figure 2.17 dis-
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cisely measured superallowed 0+ → 0+ β decays. The grey band in
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[15].
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Figure 2.17: Development of partial uncertainties of | Vud |2 since 2005. The
estimated error due to transition dependent corrections is dominated
by the Isospin Symmetry Breaking (ISB) corrections δC . The reduction
from 2005 [74] to 2006 is due to the improved calculation for ∆V

R [80].
The development of a new Hartree-Fock protocol while rejecting the
old one led to smaller systematic discrepancies between models of δC
and a subsequently reduced partial uncertainty in 2009 [15].
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plays the partial uncertainties to Vud from experiment, nuclear structure dependent
corrections (δC and δNS), and the radiative corrections δ′R and ∆V

R . The domi-
nating contribution has its source in ∆V

R . A future error reduction over today’s
value in [80] might be feasible [81]. The second largest source of uncertainty is
found in the isospin-symmetry breaking corrections. Previous to [15], their contri-
bution to the total uncertainty in Vud was almost identical to ∆V

R . In earlier surveys
of superallowed β-decays, the uncertainty of δC had to be inflated because their
determination in the shell model with radial wave-function from Hartree-Fock cal-
culations with Skyrme-type interactions [82, 83] showed systematic discrepancies
to the already mentioned shell model with Saxon-Woods radial wave-functions.
In their latest survey [15], Towner and Hardy have performed their own Hartree-
Fock calculations. This was motivated by the fact that the older Hartree-Fock
corrections used a model space which was shown to be too small [73]. Towner
and Hardy’s Hartree-Fock calculations of δC are in much better agreement with
their own Saxon-Woods approach and the inflation of the theoretical uncertainty
in δC was reduced accordingly. However, in [15], the protocol of the Hartree-
Fock method has been altered in comparison to the original calculations [82, 83].
As expressed by Towner and Hardy themselves [15], it remains desirable to com-
pare the current values for δC to independent calculations. As pointed out in [84],
the isospin-symmetry breaking corrections δC were subject to significant revisions
over the last 10 years. From 2002 [72] to 2008 [73], the uncertainties of δC for
individual superallowed β emitters actually increased (see for instance Table II in
[73]). The reduction on its associated error for Vud is due to the smaller system-
atic difference between the Saxon-Woods and Hartree-Fock calculation only. This
situation has triggered a lot of effort both on the experimental and theoretical side.
New models of δC have produced their first results. These will be discussed in the
next subsection.
Although the experimental uncertainty is smaller than the error contributions from
theory, measurements of superallowed β-decays have by no means lost their impor-
tance. Efforts continue to add new precision cases to the current 13 most studied
decays. Experimental data provide input for the isospin symmetry breaking cor-
rections such as spectroscopic factors or branching ratios to non-analog 0+ states.
Very recently, laser spectroscopy determined a more precise charge radius of 74Rb
[16] which is used in the Saxon-Woods calculation of δC . New, more precise
measurements of the ft-values of the 13 most-studied cases allow more stringent
comparisons of conflicting theoretical models. This could challenge perceived con-
sistencies between a set of δC-calculations, experimental results, and the conserved
vector current hypothesis. These experimental ‘tests’ of the ISB corrections are de-
scribed in Section 2.8.
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2.7 Different models for isospin symmetry breaking
corrections

The result of the Fermi matrix element for the superallowed decay branch, Equa-
tion 2.69, assumed isospin to reflect an exact symmetry. Already in Section 2.1.3
it was stated, that even within QCD the symmetry is broken by the quark mass dif-
ference. In the full Lagrangian of the Standard Model (SM) the difference in the
electric charge of u- and d- quarks (or neutron and proton) in QED is also inconsis-
tent with an exact isospin symmetry. For the present purpose, the latter is in fact
the dominating effect [85]. As a consequence, the simplicity of Equation 2.69 only
holds as an approximation and the ISB corrections add to the Fermi matrix element.

|MF |2=|M0 |2 (1− δC) (2.77)

where for T = 1 decays |M0 |2= 2 as before. These corrections are of the order of
∼ 1%, but have to be known to about 10% of their value to fully take advantage of
the experimental precision. During the last years, these corrections have received
a new focus in theoretical and experimental research on weak interaction studies
with nuclear systems. Several new approaches have been explored recently, mostly
in disagreement with the most developed δC by Towner and Hardy. This section
provides an overview over models and ideas in this ongoing discussion.

2.7.1 Nuclear shell model with Saxon-Woods radial wave-functions
Due to its many improvements over the last decades, the nuclear shell model ap-
proach with Saxon-Woods radial wave-functions is, to date, the most advanced
calculation of δC which all new models are compared against. The surveys of
superallowed β-decays [15, 74] are presented around this set of ISB corrections
though the comparison to the shell model with Hartree-Fock radial wave-functions
has always served to highlight potential shortcomings.
In order to calcualte δC , the nuclear matrix element of the Fermi decay

MF = 〈f | T̂+ | i〉 =

∫
d3x1...d

3xAψD(x, α′, Tz − 1)T̂+ψP (x, α, Tz) (2.78)

with T̂+ =
∑A

i=1 t
+
(i) is expressed in second quantization by utilizing creation and

annihilation operators for neutron and proton quantum states. This means that the
initial and final nuclear wave-functions are embodied by (combinations of) creation
operators a+ acting upon the vacuum state | 0〉 in Fock space. More importantly for
our purposes, operators are also expressed as annihilation and creation operators.
Hence, for the total isospin raising operator T̂+, the sum is taken over all states of
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a single-particle basis and not over the nucleons. Towner and Hardy [73] write the
Fermi matrix element as

MF = 〈f | T̂+ | i〉 =
∑

α,β

〈f | a+
αaβ | i〉〈α | τ̂+ | β〉, (2.79)

where aβ annihilates a proton in state β and a+
α creates a neutron in state α instead.

〈α | τ̂+ | β〉 is the single-particle matrix element between the neutron state α and
the proton state β. It is intended to take the difference in the radial wave-function
Rn(r) and Rp(r) of neutron and proton in the single-particle basis into account.

〈α | τ̂+ | β〉 = δβα

∫ ∞

0
drr2Rn(r)Rp(r) ≡ δβαrα. (2.80)

Finally, as both 〈f | a+
α and aβ | i〉 are wave-functions of (A−1) nucleons, Towner

and Hardy [73] insert a full basis of (A− 1) nucleon states | π〉,

MF =
∑

π,α

〈f | a+
α | π〉〈π | aα | i〉rα. (2.81)

Noting that without ISB, rα would be unity and 〈f | a+
α | π〉 = 〈π | aα | i〉∗, this

result allows an important separation in δC which is used by some other models as
well. Assuming that both contributions are small, the leading order correction for
ISB would be a sum δC = δC1 + δC2. The corrections due to the deviations from
rα = 1 are reflected in δC2, where it is assumed that 〈f | a+

α | π〉 and 〈π | aα | i〉
are Hermitian conjugates. Conversely, for δC1, rα = 1 holds and the corrections
are due to 〈f | a+

α | π〉 6= 〈π | aα | i〉∗.
Details of these calculations are found in [72, 73]. As pointed out in [73] the
consideration of shell model orbitals from closed-shells can be essential for δC2.
However, to open up all shells is computationally intractable. Spectroscopic fac-
tors from pick-up reactions are used as an experimental criterion which shells are
expected to contribute. The difference in the radial wave functions between Rn(r)
and Rp(r) is calculated with a Saxon-Woods potential. Here the potential’s well
radius was matched to reproduce the empirical RMS charge radius 〈r2〉1/2ch . Further-
more, the asymptotic form of Rn(r) and Rp(r) was fixed to the respective neutron
and proton separation energies Sn and Sp. Towner and Hardy use sets of different
parameterizations of the Saxon-Woods potential as well as different shell model
interactions. The spread of the result is taken as the uncertainty on δC2 in addition
to the error which is due to the uncertainty in 〈r2〉1/2ch . Their numerical values in-
crease from δC2 = 0.165(15)% for 10C to δC2 = 1.50(30)% for 74Rb [73].
The determination of δC1 is also constrained by experimental input. Differences
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Figure 2.18: Comparison of shell-model ISB corrections without [72](2002)
and with [73](2008) the inclusion of core orbitals. The radial wave-
functions for δC2 were calculated based on Saxon-Woods potentials.

in single-particle states for neutrons and protons were modified to match the ex-
perimental single-particle shifts in energies. Charge dependent interactions were
adjusted to reproduce the linear and quadratic coefficients b and c of the IMME (see
Equation 2.68), which are in most cases known from experiment [86]. δC1 can be
linked to the Fermi matrix elements to other 0+ states which are not isobaric analog
states to the parent nucleus. If isospin was an exact symmetry, these matrix ele-
ments would vanish. In a sense, isospin mixing due to the ISB moves decay strength
from the superallowed decay branch into branches to other 0+ states. In perturba-
tion theory the matrix elements are then related to each other by the difference in
energy between analog and the non-analog 0+ state through 1/∆E2. The compar-
ison between the experimental ∆E and the one calculated in the shell model are
used to scale δC1 accordingly. The latest determination lists δC1 = 0.010(10)%
for 10C which increased to maximally δC1 = 0.350(40)% for 70Br. Hence δC1 is,
in comparison to δC2, a factor of 5-10 smaller.
All numerical values for the ISB corrections are shown in Figure 2.18. It also com-
pares the most recent results from 2008 with those of 2002. The latter did not
consider closed shells in the shell model calculations.
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Figure 2.19: Comparison of shell-model ISB corrections with radial wave-
functions from Saxon-Woods [72] and Hartree-Fock potentials [83].
Only those cases are displayed where results are available in both pro-
cedures. For the Saxon-Woods radial wave-functions, the calculations
from 2002 are shown, because both use the same shell model space.
For the heavier superallowed emitters 62Ga, 66As, 70Br, and 74Rb, ref-
erence [83] does not provide uncertainties, but two different calcula-
tions. Here, the respective data points refer to the mean and spread of
these two calculations.

2.7.2 Nuclear shell model with Hartree-Fock radial wave-functions
ISB corrections in which the radial wave-functions were based on Skyrme-Hartree-
Fock calculations were initially proposed and evaluated by Ormand and Brown
[82, 83, 87, 88]. This approach was motivated by the fact that in a Hartree-Fock
calculation the mean field is inherently proportional to the proton and neutron den-
sities. The effect of the Coulomb repulsion, which pushes the protons further out
and leads to the extended proton radial wave-functions, is, in the Hartree-Fock pro-
cedure, reduced by an isovector potential. Induced by extended proton densities,
this isovector potential counteracts the Coulomb repulsion and as a consequence
results in smaller δC2 compared to the Saxon-Woods potential. This expectation
is generally confirmed as shown in Figure 2.19. In the past, both sets of δC led
to corrected Ft-values which were each consistent with the CVC hypotheses, but
resulted in different averaged Ft-values. The difference between the two models
was added as a systematic uncertainty to the extraction of Vud. The total partial un-
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certainty on Vud from δC was similar to the error contribution due to the transition
independent radiative corrections ∆V

R [80] which, to date, dominate the uncertainty
in Vud.
The latest assessment of the Hartree-Fock procedure by Ormand and Brown in
1995 does not cover all of today’s 13 superallowed precision cases. Furthermore, a
direct comparison between [83] and [73] is no longer appropriate because of differ-
ent shell model spaces. In [15], Towner and Hardy introduced their own Hartree-
Fock calculations for δC2 utilizing the same model space of [73], however, with a
substantial deviation from the method of Ormand and Brown. In their approach,
they note that the direct term of the Hartree-Fock equation for the parent nucleus
leads to an asymptotic Coulomb potential limr→∞ V direct

C = (Z + 1)e2/r, with Z
being the number of protons in the daughter nucleus. This appears as an unphysical
charge. It is too large by one unit in e, because we are interested in the mean field
for the last proton in the field of Z protons and A − Z − 1 neutrons. In the com-
plete Hartree-Fock formalism, the exchange term would account for this but only at
the price of a non-local integral in the potential which is notoriously hard to solve
and is often approximated. In Towner and Hardy’s view, such an approximation
would not yield satisfactory results for asymptotic quantities such as the required
asymptotic differences in neutron and proton radial wave-functions. So, instead of
two Hartree-Fock calculations for the parent nucleus (Z + 1, N) and the daughter
(Z,N + 1), they perform only one with the nucleus (Z,N). The resulting mean
field is used to derive the single particle wave-functions for the last proton and neu-
tron in the parent or daughter nucleus respectively. Although some discrepancies
between the Saxon-Woods and the Hartree-Fock approaches remain, their overall
agreements are improved (see Figure 2.20). Consequently, the uncertainties in Vud
associated with δC are reduced in the latest survey of superallowed β-decays [15].
Figure 2.17 shows how the partial uncertainties to Vud have evolved over the last
years. Despite the success of the recent calculations, a better understanding of the
discrepancies to the Hartree-Fock method designed by Ormand and Brown remains
desirable. Assuming CVC, an experimental test of isospin breaking corrections for
the T = 2 superallowed β-decay 32Ar [71] obtained δC = 2.1± 0.8% which is in
agreement with Brown’s calculations of δC = 2.0± 0.4% in the same publication.
Generally, T = 2 cases are considered to provide a good testing ground to discrim-
inate between different models of δC as they are expected to be larger for T = 2
superallowed decays [89].

2.7.3 Isovector monopole resonance
In the debate on the ISB corrections, Auerbach [85] has developed a qualitative
model in which charge-dependent components of the complete nuclear Hamilto-
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Figure 2.20: Comparison of the most recent shell-model ISB corrections with
radial wave-functions from Saxon-Woods [73] and Hartree-Fock po-
tentials [15], both performed by Towner and Hardy.

nian H = H0 + VC are treated perturbatively on top of a charge independent
Hamiltonian H0 [85]. For β+-decays between eigenstates of H0 the nuclear tran-
sition matrix element would follow the derived relations due to the isospin raising
operator T+, hence, MF =

√
2 for a decay within a T = 1 multiplet. Auerbauch

considers the Coulomb part as the dominant part of the charge dependent part VC ,
which is approximated by a uniformly charged sphere inside a radius R.

VC(r) = −Ze
2

R3

A∑

i=1

(r2
i

2
− 3R2

2

)(1

2
− tz(i)

)
r ≤ R (2.82)

of which the isovector part is linked to the giant isovector monopole state. This
relationship is used to calculate the matrix element and a simple equation for the
ISB correction is obtained.

δC = 8
V1

41ξA2/3
ε21 (2.83)

The symmetry potential strength V1 and the model dependent ξ are chosen by Auer-
bach to be V1 = 100 MeV and ξ = 3. For the isospin admixture ε21 several models

51



0 5 10 15 20 25 30 35 40
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

δ
C

 [
%

]

Z of daughter

 

 

Saxon−Woods (2008)

Hydrodynamical (IVMS)

NEWSR (IVMS)

EWSR (IVMS)

Microscopic (IVMS)
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are being discussed which result in the following expressions for δC .

δC = 6.0 · 10−7A2 (hydrodynamical)

= 0.67 · 10−7A7/3 (NEWSR)

= 5.7 · 10−7A2 (EWSR)

= 18.0 · 10−7A5/3 (‘microscopic‘)

(2.84)

Although this approach lacks the structural details of the considered nuclei and
omits charge dependent interactions other than the Coulomb force, it has some
critical features. While previous calculations do not include collectivity, it is con-
sidered here since the giant isovector monopole state itself is a collective excita-
tion. Furthermore, it does not require the division of δC into δC1 and δC2, which is
model dependent [85, 90]. The difference to all previous calculations is apparent
(see Figure 2.21). Even if Auerbach assumes a 50 % uncertainty his results are still
significantly smaller than the ISB corrections by Towner and Hardy.
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Figure 2.22: (a) Results for δC of Relativistic Hartree-Fock (RHF) + Random-
Phase Approximation (RPA) and Relativistic Hartree (RH)+RPA[91]
compared to Saxon-Woods shell model calculations [73]. Only those
cases are displayed where both models have published results. (b) In
PKO1* the exchange term of the Coulomb force is turned off. The
results are contrasted to the full RHF + RPA calculation as well as
to RH+RPA with the density dependent meson-nucleon Lagrangian in
DD-ME1 and DD-ME2 and the Lagrangian with nonlinear meson cou-
pling (NL3 and, TM1). Error bars reflect the spread of the respective
results as shown in (a).

2.7.4 Self-consistent relativistic random-phase approximation
In [91], the ISB corrections are approached in a self-consistent, relativistic Random-
Phase Approximation (RPA). The starting point is a relativistic Hartree-Fock theory
in which a Lagrangian density is built upon Dirac spinors describing the nucleons
which interact through exchange-mesons and photons. In order to investigate the
importance of an exact treatment of the Coulomb interaction, RPA calculations
were performed on the basis of both RHF and RH mean field. As an approximation,
latter ones neglect the exchange or Fock term in the potential. Additionally, for
RHF+RPA and RH+RPA different effective interactions have been used to probe for
the model dependence of the interaction. The results are shown in Figure 2.22(a),
of which all are consistently lower than the values from the shell model. The full
calculations (RHF+RPA) show very little dependence on the interaction and yield
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distinctively smaller ISB corrections δC than the approach of RH+RPA. Within the
latter the effective interaction DD-ME1 and DD-ME2 are, with regard to δC , almost
identical. Both are based on a Lagrangian density with density dependent nucleon-
meson couplings. However, they are still different to the RH+RPA approach us-
ing a Lagrangian density with nonlinear couplings (TM1 and NL3). Utilizing the
effective interactions TM1 and NL3, very similar results are generally obtained,
although for δC of the decays in 30S, 34Ar, 38Ca, as well as 38mK the deviations
between the two interactions are rather large. Unfortunately, neither the differ-
ences between DD-ME1/2 on the one hand and TM1 / NL3 on the other nor the
large differences for some cases among TM1 and NL3 are highlighted or discussed
in [91]. However, the distinction between results of RH+RPA and RHF+RPA is well
explained: Utilizing the interaction PKO1 another RHF+RPA is being performed
but this time the exchange term regarding the Coulomb interaction is turned off
(PKO1*). This calculation recovers most of the differences to RH+RPA (compare
Figure 2.22(b)) in which all exchange terms are neglected. Hence, the observed de-
viations between RH+RPA and RHF+RPA are not due to the respectively used inter-
actions, but caused by the incomplete treatment of the Coulomb interaction in RH.
This reflects Towner and Hardy’s concern regarding the correct implementation of
the Fock term in Hartree-Fock calculations [15]. RHF+RPA in [91] represents a full
treatment of the exchange term, but it appears that by including the exchange term,
δC is reduced further in respect to the shell model calculations. Liang and collabo-
rators speculate in [91] why their result could be different and envision more work
on the implementation of the correct neutron-proton mass difference, isoscalar and
isovector pairing, and deformation. The proper mass difference between neutron
and protons has been investigated [92], but although this tends to shift δC up, the
effect is rather small.

2.7.5 Nuclear density functional theory
The most recent model of δC by Satula et al. employs the self-consistent nuclear
density theory [41]. As the Density Functional Theory (DFT) breaks rotational
and isospin symmetry spontaneously, both have to be restored through projection
onto a good angular momentum and isospin basis while retaining the true physical
isospin breaking of the Coulomb interaction. Other charge-dependent interactions
in the nuclear interaction were not considered. A technical difficulty regarding
the application of DFT for odd-odd N = Z nuclei limits the approach to use the
specific Skyrme V energy density functional. Skyrme V is of low spectroscopic
quality which according to Satula et al. [41] particularly impacts δC for lighter
nuclei in a negative manner. Additionally, ISB corrections of δC = 10 % were
obtained for the superallowed β emitter 38mK, which appears much too large in
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lished results.

comparison with any other model or the CVC hypothesis. This deviation is consid-
ered to be a consequence of an incorrectly predicted shell structure in Skyrme V.
38mK was consequently disregarded in [41]. Despite these difficulties, one should
note that the nuclear DFT approach has no adjustable parameters and represents a
fully microscopic model. Indeed, for heavier, open shell nuclides it is presently the
only microscopic description available. We note that the DFT is the only existing
model which tends to predict larger δC than the shell model with Saxon-Woods
radial wave-functions.
Figure 2.23 shows the DFT results for δC together with the shell model calcula-
tions. Compared with other previous models, the agreement is reasonable, apart
from the exception in 62Ga. As mentioned before, caution is advised for lighter
nuclei.

2.7.6 Ab-initio calculation by the no-core shell model in 10C
Ab-initio methods play a particularly important role in contemporary nuclear physics.
They attempt to describe atomic nuclei from first principles. This means that they
work with a full A-body Hamiltonian in contrast to cluster models, the shell model
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and the perturbation theory based on the NCSM results (NCSM+PT) to
all other presented models.

(assuming closed shells and effective interactions between valence nucleons), DFT,
etc. Ab-initio methods are in this sense exact, provided that the employed nuclear
potentials are accurate. Due to numerical reasons (note A!), these methods are
limited to light nuclei with typically A ≤ 16. In light of modern high precision,
nuclear potentials such as those from χEFT (compare Section 2.1.3), this mass
range naturally bridges the underlying physics of quarks with the rest of the nu-
clear chart. As such, nuclear potentials and ab-initio methods can be benchmarked
in the light mass sector providing confidence in the nuclear potential especially
in their many-body forces, which can then be used in many-body methods for all
heavier nucleon systems.
With respect to superallowed β-decays, 10C and 14O are within the currently ac-
cepted range accessible by ab-initio methods. A determination of the ISB correc-
tions have been attempted for 10C within the No-Core Shell Model (NCSM) [93].
Although the calculation did not converge, perturbation theory was employed to
gain δC from the non-converged result. The NCSM and the regular shell model both
use a harmonic oscillator basis and have a similar second quantization framework,
but the NCSM is distinct in treating all nucleons as ‘active’ and not in an inert core,
hence the name. The calculation reported in [93] only included two-body forces in
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the nuclear potential, more specifically for the superallowed decay matrix element
it used the CD-Bonn 2000 NN potential [94] which includes the isospin symme-
try breaking. As a cross check, the NCSM calculation of 10C also determined the
coefficients of the IMME (Equation 2.68) in the A = 10, T = 1 multiplet. The
agreement with experiment is within ≈ 2% of the experimental value for b , but
is less accurate for c (0.535 MeV in the NCSM compared to experimental 0.362
MeV) although the trend with increasing model space reduced the differences. In
the largest tractable model space δC = 0.12% is obtained, however, the calculation
is not converged and a larger model space would be required. Utilizing this result,
an estimate based on perturbation theory yields δC ≈ 0.19%. It is stated in [93]
that the perturbative result might be overestimated. As δC increases with increas-
ing model space, we compare in Figure 2.24 both results to the other models of
ISB corrections assuming that the converged δC in the NCSM would lie in-between,
likely closer to δC = 0.19%. The shell model calculations are all in agreement with
the NCSM, though for the Hartree-Fock approach by Ormand and Brown the large
uncertainty covers a wide range of possibilities. Towner and Hardy’s Hartree-Fock
method barely touches the NCSM results from above. The calculations utilizing
the giant isovector monopole state and DFT are both in strong disagreement with
the NCSM, one far below, one far above. However, the lighter nuclides are due to
Skyrme V more problematic for the DFT and their descriptions are thus expected
to be less reliable in DFT. Finally, assuming that the perturbative result based on
the NCSM is indeed overestimated, the NCSM agrees well with RPA+RH. However,
on a conceptual basis, RPA+RHF should obtain the more accurate value as it also
incorporates the Coulomb exchange term. This result is, however, below the non-
converged δC in the NCSM.
So, if one considered the NCSM due to its ab-initio character as the most reliable
result, a few conclusions about the reliability of other calculations could be drawn.
Auerbach’s perturbative method would be rejected and so would the DFT. RPA

results would be somewhat problematic because the RHF would perform less accu-
rately than the approximate RH. No discrimination regarding the shell model vari-
ants could be made. Making a broader statement based on such a (dis-)agreement
with NCSM on the general performance of a method would arguably be inappropri-
ate as the full set of superallowed β-decays spans a large mass range with different
shell effects involved. This is particularly true for the implementation of the DFT,
where better validity for heavier systems is expected (compare discussion in previ-
ous subsection).
Generally, all of the conclusions in the previous paragraph for which the NCSM is
considered as the benchmark result, have to be dealt with cautiously especially as
the NCSM calculation is not converged. A better comparison could be made with
converged results for 10C and 14O, possibly also including 3N-forces.
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2.7.7 Exact formalism for δC
Miller and Schwenk have reviewed the formalism of Towner and Hardy in terms
of the ISB corrections [90, 95] though without numerical results of their own. They
observe that the implementation of the isospin-raising operator for the calculation
of the Fermi matrix element in Equation 2.79 and Equation 2.80 is in fact not
following the exact definition of isospin in the Standard Model. Instead Towner
and Hardy’s operator is the analog spin or W -spin raising operator. In simplified
words, instead of a pure transformation of a proton into a neutron, it transforms a
proton from a certain proton state into a neutron in the neutron state with identical
quantum numbers as the initial proton state. This is apparent in Equation 2.80 by
the Kronecker delta between the states of the neutron and proton single particle-
basis,

〈α | τ̂+ | β〉 = δβα

∫ ∞

0
drr2Rn(r)Rp(r) ≡ δβαrα. (2.85)

This implies that on the level of single-particle states, the only difference is due to
the differences in radial wave-function between neutron and proton. On the con-
trary, in [90, 95] it is argued that the correct T̂+ operator can result in changes in
the radial quantum numbers, hence leading to radial excitations, too.
Moreover, the use of the W -spin raising operator does not follow the usual com-
mutation rules which one expects to hold for the isospin raising operator. It can be
shown that Towner and Hardy’s isospin raising operator T̂+

TH, though part of the
Standard Model operator T̂+, is incomplete.
It is argued that the component in the isospin raising operator which is missing
in the description of Towner and Hardy might even cancel δC2 and could lead to
reduced ISB corrections.

2.7.8 Implications of different models for ISB corrections
After the introduction of different models of ISB corrections in superallowed 0+ →
0+, T = 1 nuclear β-decays in the previous subsections, we will discuss aspects
of what the discrepancies between different models imply for the CVC hypothesis,
for Vud, and the CKM unitarity test.
Table 2.4 lists the weighted averages for the corrected Ft-values when consid-
ering different theoretical models of the ISB corrections. Some authors have not
published δC for all 13 well-measured superallowed β-decays for their respective
model. Ft of Table 2.4 includes all superallowed emitters for each model for which
a δC has been calculated. From the Hartree-Fock approach by Ormand and Brown,
which generally provides theoretical uncertainties for δC , the heavier cases 62Ga,
66As, 70Br, 74Rb were omitted because no uncertainties are given. This follows
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Figure 2.25: Comparison of averaged Ft and | Vud |2 with the ISB correc-
tions δC taken from different models. Experimental data from [15].
For PT+IVMS, RHF+RPA, and RH+RPA the error in δC is due to the
spread of different models or effective interactions only. In the plot
on the right, | Vud |2 is compared to 1− | Vus |2, with | Vus | from
K`3-decays only.

the approach of the superallowed survey from 2005 [74]. As the RHF and RH plus
RPA calculations do not estimate an uncertainty of δC , we take in each the spread
of results caused by different effective interaction as an estimate of the error. Simi-
larly, in the case of Auerbach’s δC with perturbation theory and isovector monopole
state, the uncertainty was chosen to be the spread in δC due to different models.
The Ft-values of Table 2.4 are plotted in Figure 2.25 highlighting the already dis-
cussed discrepancies between different models. Since the averaged Ft only has
a physical meaning if the CVC hypothesis holds, the reduced χ2 for a constant fit
through the individual Ft is also found in Table 2.4. Its interpretation in terms of a
goodness of fit in comparison to the χ2 distribution has to be regarded with caution
because of the non-statistical character of the theoretical uncertainties of δC , δNS ,
and δ′R. Furthermore, the compilation of the experimental data in [15] proceeds
very conservatively and often inflates experimental uncertainties if a possibility of
inconsistent measurements occurs. Hence, the total uncertainty on a superallowed
β emitter’s Ft-value is largely of non-statistical origin. Assuming CVC as valid, a
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Table 2.4: Averaged Ft with different models for δC . Experimental data,
δNS , and δ′R were taken from [15]. For each model all available δC were
taken out of the 13 well-measured superallowed β emitters.

Model ref. # cases Ft [s] χ2/d.o.f
SM-WS [73] 13 3072.1(0.8) 0.3
SM-HF T&H [15] 13 3071.5(0.9) 0.9
SM-HF O&B [83] 9 3077.0(1.2) 0.9
PT + IVMS [85] 13 3087.8(0.7) 7.9
RHF+RPA [91] 9 3081.3(0.7) 2.3
RH+RPA [91] 9 3079.0(0.8) 1.4
DFT [41] 12 3070.1(1.0) 2.6

Table 2.5: Averaged Ft over the same 6 cases with different models for δC .
Experimental data, δNS , and δ′R were taken from [15]. The superallowed
β-emitters 10C, 14O, 26mAl, 34Cl, 42Sc, and 54Co were considered for
which all listed models have published ISB corrections.

Model Ft [s] χ2/d.o.f
SM-WS 3072.0(0.9) 0.4
SM-HF T&H 3070.7(1.1) 0.8
SM-HF O&B 3076.2(1.5) 0.9
PT + IVMS 3085.2(0.9) 4.9
RHF+RPA 3080.5(0.8) 2.4
RH+RPA 3078.7(0.9) 1.8
DFT 3069.0(1.2) 0.9

smaller χ2 than usually expected is likely.
By far the worst value for the reduced χ2/ν = 7.9 is found in the perturbative
approach with isovector monopole state. This is not too surprising considering that
details of nuclear structure are not included in this calculation. The model rather
attempts to estimate the typical size of δC for different mass ranges. Assuming that
the right physics is taken into account when linking the isovector monopole state
to δC , it is concluded that the Ft should be larger than generally assumed in the
established calculations.
The relatively large value χ2/ν = 2.6 for the DFT is dominated by 62Ga. With
δC from RHF and RH plus RPA a χ2/ν of 2.3 and 1.4 are obtained, respectively,
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which appears too large given the non-statistical contributions to the uncertainty.5

However, the present evaluation might underestimate these models’ uncertainties.
All shell-model calculations result in reasonable χ2/ν although the difference in
Ft between Hardy and Towner on one hand and Ormand and Brown on the other
is significant [15]. One might reject the older Hartree-Fock model by Ormand and
Brown based on doubts regarding the correct implementation of the Fock term or
because of its smaller model space (as it is done in the latest survey on superal-
lowed decays [15]), but certainly not because of unexpected violation of the CVC

hypothesis.
To treat all methods on an equal footing, we have performed a second evaluation;
we only take those 6 superallowed β-decays into account for which values of δC
are published in all models. The results in Table 2.5 generally confirm the previous
observations. Since the problematic case of 62Ga is not part of this group, the DFT

model is also characterized by a χ2/ν ≈ 1.
As none of the models can claim a breakdown of CVC, we proceed with a calcu-
lation of | Vud |2 according to Equation 2.76 with Ft from Table 2.4, K/(~c)6 =
(8120.2787 ± 0.0011) × 10−10 GeV−4 s, gV = 1 (CVC), and GF /(~c)3 =
1.16637(1) × 10−5 GeV−2 from muon decay [29]. The results are shown in Fig-
ure 2.25 in comparison to 1− | Vus |2. A deviation from unitarity in the CKM

matrix would be a consequence of some of the recent models. Notably, even Or-
mand and Brown’s shell model calculation would lead to a deviation by falling
short of unitarity.
To summarize this section, there are many indications that the most advanced cal-
culations of Towner and Hardy yield correct δC :

• agreement with the macroscopic calculations of NCSM for 10C and generally
with DFT,

• consistency in δC2 between their own Saxon-Woods and Hartree-Fock radial
wave-functions,

• considerations of core orbitals, and

• agreement of constant Ft-values with the expectation from CVC.

Other models show systematic differences to Towner and Hardy’s results and all
of these sets obtain smaller δC . This is also to be expected from the exact for-
malism by Miller and Schwenk. However, all of these calculations are either in
an exploratory state and require more refinement or, for the case of Ormand and

5Liang et al. have used a non-standard format of a χ2- test [96] which yields their small χ2/ν in
[91].
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Brown’s δC , should extend their model space. A discussion about the correct im-
plementation of the Hartree-Fock procedure would also be crucial. In light of the
importance of Vud for the Standard Model the issue of discrepancies in δC needs
to be resolved. Otherwise an inflation of the uncertainties in δC might be required
with a subsequent increase in the partial uncertainty for transition dependent cor-
rections (see Figure 2.17). The next section will explain how experiments can
impact this debate.

2.8 Experimental input to the debate around the isospin
symmetry breaking corrections

Generally, there are two areas where experimental results can influence the de-
bate on ISB corrections and help to discriminate between different models of δC .
First, some models (usually the shell model based approaches) rely on experimen-
tal quantities such as the nucleon separation energies, IMME coefficients, etc. as in-
put to the calculation. Improved input quantities or measurements for those cases,
where only extrapolated values exists, will help the respective model. Conversely,
an observable which is not needed to fine-tune a model, could serve as an indepen-
dent benchmark of the model.
Secondly, more precise ft-values, either of the 13 most studied cases, or of new
ones, can be used for experimental tests of the ISB corrections. Usually, in these
tests the validity of the CVC hypothesis is assumed to some level. Since CVC

is an hypothesis and needs to be confirmed experimentally itself in superallowed
β-decays, it is more accurate to formulate that these measurements can highlight
discrepancies between a set of δC , the CVC hypothesis, and experimental results.

2.8.1 Input parameters and independent benchmark quantities
The shell-model methods typically use neutron and proton separation energies,
charge radii, spectroscopic factors, coefficients of the IMME, and excitation energy
of other 0+ states as input for their calculations. Particularly for the heavier su-
perallowed decays this information is only sparsely available. As a consequence
the uncertainties in δC are larger than for the lighter masses leaving lots of room
for improvements. For instance, the Coulomb part of the Saxon-Woods potential
is adjusted to reflect the experimental RMS charge radii [72, 73]. These have not
been measured for all superallowed emitters and are then extrapolated from sta-
ble isotopes. Their uncertainties are consequently large and if sudden unexpected
structural changes occur towards more exotic nuclides, they might be incorrect al-
together. For this purpose, a campaign has been started at TRIUMF to measure iso-

62



tope shifts [97] which are sensitive to differences in RMS charge radii. A successful
measurement was performed recently involving TITAN’s cooler and buncher which
confirmed the extrapolated RMS charge radius of 74Rb with a tenfold error reduc-
tion compared to the extrapolation. As a result the theoretical uncertainty on δC2

for 74Rb in the shell model with Saxon-Woods radial wave-functions could be re-
duced by about 20 % [16]. An analogous measurement is planned for 62Ga.
In the discussion of the calculation of 10C with the NCSM it was mentioned that
the IMME parameters have also been calculated and compared to experiment. This
is an example when independent benchmark parameters have been used to test the
reliability of a calculation. The shell-model calculations have also been tested by a
comparison of measured and theoretical transition strength to non-analog 0+ states
[98].

2.8.2 Improvement of ft-values
Different strategies are employed to test for inconsistencies between a set of δC ,
experimental results, and the conserved vector current hypothesis. For instance,
in [15] Towner and Hardy assume the validity of CVC and compare the individual
ft-values with the ft-values extracted from

f̃ t =
Ft

(1 + δ′R)(1− δC + δNS)
(2.86)

whereFt is the weighted average of all cases (see Figure 2.26). This test is circular
and hence insensitive to the correct absolute value of Ft, but it can help to identify
inconsistencies. Similarly (and with analog deficiencies), ‘experimental’ nuclear
structure dependent corrections (δC − δNS)exp are calculated

(δC − δNS)exp = 1− Ft
(1 + δ′R) · ft (2.87)

and compared to the individual theoretical (δC − δNS) [99].
Avoiding the circularity of using the same δC to extract Ft and for the test, the 13
precise superallowed β-decays can be grouped and the Ft-value of each group is
compared against each other. After a high precision measurement of the halflife
of 26mAl [84] its Ft = 3073.0(12) s rivals the precision of the other 12 cases
combined, Ft = 3072.0(10), both with the Saxon-Woods ISB corrections. This
is a particularly strong test because δC for 26mAl is among the smallest abso-
lute values of δC and its theoretical uncertainty is the smallest. Considering the
other 12 cases, the Ft of 3072.3(10) s with Hardy and Towner’s Hartree-Fock
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V. CONCLUSIONS

In our previous survey [5], only four years ago, we
remarked on the excellent agreement among the derived F t

values, lamented that the results of the unitarity test were
still ambiguous, and predicted that the already well-measured
f t values of the “traditional nine” superallowed decays were
unlikely to be improved dramatically in the near future. Much
has happened since then, not all of it expected. Today, we can
say that the excellent F t value consistency remains—or, to
be more accurate, it has been restored after Penning-trap QEC

value measurements, nonexistant at the time of the last survey,
did in fact make important improvements (and changes) in
the known f t values, which in turn prompted improvements
(and changes) in the calculated isospin-symmetry-breaking
corrections. At the same time, the calculation of the nucleus-
independent radiative correction, !V

R , was improved, leading
to a more precise result for Vud , and the kaon-decay community
mounted a concerted effort, which led to a new and reliable
value for Vus . With these new results, and others, CKM
unitarity has now been tested to unprecedented precision . . .
and it has passed the test with flying colors.

Furthermore, we have demonstrated in Sec. IV how
powerful these improved results can be in setting limits on
new physics beyond the standard model, whether that new
physics be a scalar interaction, right-hand currents, or extra Z
bosons. We have seen that tiny uncertainties on the f t values
are essential ingredients of a demanding test of CKM unitarity,
which also leads to tight limits on new physics. The challenge
now is whether those uncertainties can be reduced still further?
The motivation is as strong as ever: to identify the need for
new physics—or to limit the possible candidate theories even
more definitively.

We have taken pains throughout this work to pay careful
attention to all uncertainties, both theoretical and experimental.
In Sec. IV A we detail the various contributions to the
uncertainty in |Vud |2. Of these, by far the largest is still from
!V

R , even though its uncertainty has recently been improved
significantly [6]. To improve it more must remain an important
theoretical goal.

The next largest contributor to the error budget for |Vud |2 is
the nuclear-structure-dependent corrections (δC − δNS). Their
uncertainties arise both from the input parameters used in their
calculation—two-body matrix elements in the shell-model
calculations, experimental uncertainties in charge-radii, etc.
[7,179]—and from possible systematic differences between
two different methods used for calculating radial wave
functions (see Sec. III C). From a theoretical point of view,
it would obviously be desirable to have a third completely
different calculation, to reinforce the assessment of systematic
uncertainties. However, in the absence of such a calculation,
one must rely on experiment to test the accuracy of these
calculated corrections. This has become, and should remain, a
top priority for experiment.

The method, which is best described with reference to
Fig. 9, is based on the validity of the CVC hypothesis
that the corrected F t values for the superallowed 0+ → 0+

decays should be constant. In the figure we compare the
uncorrected measured f t values (points and error bars) with

ft
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FIG. 9. Experimental f t values plotted as a function of the
charge on the daughter nucleus, Z. Both bands represent the quantity
F t/[(1 + δ′

R)(1 − δC + δNS)]. The two separate bands distinguish
those β emitters whose parent nuclei have isospin Tz = −1 (darker
shading) from those with Tz = 0 (lighter shading).

the quantity F t/[(1 + δ′
R)(1 − δC + δNS)] shown as a band,

the width of which represents the assigned theory error. The
band corresponds to the calculated corrections normalized
to the data via the measured average F t value, F t , taken
from Table IX. Thus, although this comparison does not test
the absolute values of the correction terms, it does test the
collective ability of all three calculated correction terms to
reproduce the significant variations in f t from one transition
to another. In fact, since δ′

R is almost independent of Z when
Z > 10, this test really probes directly the effectiveness of the
calculated values of (δC − δNS).

It can be seen that there is remarkable agreement between
theory and experiment. In assessing the significance of this
agreement, it is important to recognize that the calculations
of δC and δNS for Z ! 26 are based on well-established shell-
model wave functions that were further tuned to reproduce
measured binding energies, charge radii, and coefficients of
the isobaric multiplet mass equation [7,179]. The origins
of the calculated correction terms for all cases are com-
pletely independent of the superallowed decay data. Thus, the
agreement in the figure between the measured superallowed
data points and the theoretical band is already a powerful
validation of the calculated corrections used in determining
that band. The validation becomes even more convincing
when we consider that it would require a pathological fault
indeed in the theory to allow the observed nucleus-to-nucleus
variations in δC and δNS to be reproduced in such detail
while failing to obtain the absolute values to comparable
precision. As satisfactory as the agreement in Fig. 9 is, though,
new experiments can still improve the test, making it even
more demanding, and can ultimately serve to reduce the un-
certainty in the nuclear-structure-dependent corrections even
further.

055502-19

Figure 2.26: Comparison of experimental ft-values to one which is extracted
from the weighted average Ft and the transition dependent correc-
tions. See text for details. Figure from [15].

approach is in agreement with the value calculated with the Saxon-Woods radial
wave-functions. But for 26mAl former corrections lead to 3069.0(19) s which is
neither in agreement with the 12 other cases with Hartree-Fock corrections nor
with its own Ft-value derived from Saxon-Woods based δC . This difference is due
to a much larger δC2 = 0.410(50)% for the new Hartee-Fock calculation com-
pared to δC2 = 0.280(15)% in Saxon-Woods [73] and Ormand and Brown’s older
Hartree-Fock with δC2 = 0.29(9)%. It is important to resolve this discrepancy
considering that, to date, only the Towner and Hardy’s Hartree Fock calculations
are employed as benchmarks of their Saxon-Woods approach. In fact the new half-
life measurement leads to an increase in the δC model associated uncertainty.
Recently, Towner and Hardy have introduced a comparative test between models
of ISB corrections. Following

δC = 1 + δNS −
Ft

(1 + δ′R) · ft (2.88)

Ft is treated as a single free parameter to minimize the difference in all available
cases between δC and 1+δNS−Ft/[(1+δ′R)·ft], whose uncertainty is dominated
from experiment. As a figure of merit the reduced χ2 was employed. Figure 2.27
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z ! 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z ! 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we

065501-7

COMPARATIVE TESTS OF ISOSPIN-SYMMETRY- . . . PHYSICAL REVIEW C 82, 065501 (2010)

Z of daughterZ of daughter

C
)

%(

C
)

%(
C

)
%(

C
)

%(

C
)

%(
C

)
%(

FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z ! 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we

065501-7

Figure 2.27: Results for δC of a χ2 minimization with a free parameter Ft.
The solid lines are the theoretical ISB corrections while the points with
errors are the minimization results. See text for details. Figures from
[18].

shows details of the test results. Overall the shell model with Saxon-Woods radial
wave-functions yields the best internal agreement.
An alternative, semi-empirical viewpoint [17] tries to emphasize similarities, and
not differences, between different models. Especially, the shell model calcula-
tions of δC show similar relative patterns in the development of δC over Z, though
their absolute values might differ. In view of Auerbach’s publication [85] and
other works (see references in [17]) for N ∼ Z the transition dependent correc-
tions are expected to scale approximately as Z2. Hence, the individual models
are only considered for their representation of nuclear structure effects but not for
their general (approximate) Z2 behaviour. Instead of correcting all individual su-
perallowed cases to the transition independent Ft-values, one only corrects by the
shell-structure effects in δC and extrapolates the resultant f̃ t-values to the charge-
independent limit where isospin-symmetry breaking and Coulomb effects are neg-
ligible. This is not the case for an extrapolation towards Z = 0, but at Z = 0.5
where the total mass splitting within an isospin multiplet vanishes [17]. Finally,
these extrapolated Ft values can be compared between different models of δC and
a Vud can be obtained.
In summary, all of these tests benefit from new precision cases or improved ft-
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keV peaks were constant as a function of time, as expected if
they come from a very short-lived source. Finally, in an in-
dependent !-" experiment #13$, it was found that the 456-
and 1198-keV lines decay with the characteristic 74Rb half-
life. This !" experiment also confirmed the intensities of
these two transitions as presented below.
The intensities of the observed transitions per 74Rb decay

are given in Table I. The values are corrected for summing
effects related to positron emission, which were determined
from the experimental "-ray spectrum to be %2%. Beyond
that, the intensity of each " ray is corrected for summing
with other, coincident, " rays. The "-" summing probabili-
ties were determined from standard calibration sources and
range between 5% and 10%. For the 02

!→01
! and 21

!→01
!

transitions, theoretical K/total intensity ratios #14$ and con-
version coefficients #12$ were used to determine the total
transition intensities from the measured K-converted radia-
tion.
The decay scheme for 74Rb is shown in Fig. 3. With the

exception of the 1198- and 4244-keV " rays, all of the ob-
served transitions can be attributed to the decay of known
levels in 74Kr #8,9,15$. We have tentatively assigned the
4244-keV " ray as a (1!→01

!) transition. The 1204-keV
transition from the decay of the 22

! level was not directly
observed, since it coincides in energy with a stronger 1204-

keV " ray from the 74Ga decay. Its intensity was inferred
from the intensity of the 748-keV " ray and the intensity
ratio of the 1204- and 747-keV " rays taken from Ref. #15$.
The 1742-keV, (23

!)→01
! transition, predicted by the shell-

model calculation to have an intensity of one third of the
1286-keV transition, could not be observed because of the
presence of the 1745-keV " ray from the 74Ga decay.
From the energy spectrum of the positrons detected in the

thick plastic scintillator in coincidence with the observed
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FIG. 2. Spectrum of " rays from the 74Rb decay. Arrows and
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TABLE I. !-Delayed " transitions in 74Kr.

Total intensity per decay ("10!5)

Energy
&keV' Assignment Experiment Theorya

53&1' 02
!→21

! 32&7'
509&1' 02

!→01
! 48&5' 102b

456&1' 21
!→01

! 250&14' 252
695&1' 22

!→02
! 8&5' 1

748&1' 22
!→21

! 19&5' 16
1198&1' (03

!→21
!)c 52&5' 42

1204 22
!→01

! 26&14'd 26
1233&1' (23

!)c→02
! 29&4' 6

1286&1' (23
!)c→21

! 9&5' 10
4244&1' (1!→01

!)c 12&2'

aPrediction corresponds to column 3 in Table II.
bPrediction corresponds to sum of 32&7'!48&5'.
cTentative assignments &see text'.
dIntensity determined indirectly &see text'.

FIG. 3. Partial decay scheme of 74Rb. Intensity of transitions
are given in units of 10#5 per 74Rb decay.
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
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experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′

R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′

R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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element is

M0 =
∑

α,π

|〈f |a†
α|π〉|2. (5)

If isospin is not an exact symmetry, then |i〉 and |f 〉 are not
isospin analogs and a correction to M0 needs to be evaluated.
This is the isospin-symmetry-breaking correction, δC , we seek
to determine. It is defined by

M2
F = M2

0 (1 − δC). (6)

Ideally, to obtain δC one would compute Eq. (4) using the shell
model and introduce Coulomb and other charge-dependent
terms into the shell-model Hamiltonian. However, because the
Coulomb force is long range, the shell-model space would
have to be huge to include all the potential states with which
the Coulomb interaction might connect. Currently, this is not
a practical proposition.

To proceed with a manageable calculation, we have devel-
oped a model approach [7,178,179] in which δC is divided into
two parts:

δC = δC1 + δC2. (7)

For δC1, we compute
∑

α,π

〈f̄ |a†
α|π〉〈π |bα|ı〉 = M0(1 − δC1)1/2, (8)

055502-12

(a) (b)

Figure 2.28: (a) Decay scheme of 74Rb. The superallowed decay branch is
a ground-state to ground-state transition. Figure from [100]. (b) Par-
tial uncertainties for the Ft-value of 62Ga and 74Rb. The uncertainty
in δC for 74Rb is to about 20 % due to the extrapolation of its RMS

charge radius. This was measured recently at TRIUMF [16] and led to
a reduction in the associated uncertainty. Adaptation of a figure from
[15].

values for the 13 well-studied superallowed decays. The heavier superallowed
emitters are of particular importance as they have larger δC corrections. Figure 2.26
and Figure 2.27 highlight that an improvement in the ft-value for 74Rb would lead
to much more stringent tests and discrimination between different models of ISB

corrections. In the next section the present experimental situation regarding 74Rb
will be reviewed.

2.9 The case of 74Rb and the need for highly charged ions
in Penning trap mass measurements

The superallowed 0+ → 0+, T = 1 β-decay of 74Rb proceeds to the isobaric
analog ground state of 74Kr. Its decay scheme is displayed in Figure 2.28(a). As
the superallowed decay in 74Rb connects two ground states its only detectable sig-
nature is the outgoing positron or the neutrino of which the latter is usually not
detected. The kinematics of a decay into three particles (daughter, positron, and
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neutrino) results in a spectrum of positron energies which overlays with the spec-
tra of transitions to non-analog states. A direct measurement of the superallowed
branching ratio is thus not easily possible. Instead the sum of all non-analog decays
is determined to obtain the superallowed BR. In those decay branches, the β-decay
populates excited states in 74Kr which decay via emission of γ-rays towards the
ground-state. Except for longer lived isomers, the life-times of these states are very
short and the γ-decay occurs instantaneously. γ− γ coincidences further allow the
reconstruction of the level-scheme and, normalized to the counted β- particles, a
BR can be obtained. Because of the relatively large Q-value in 74Rb many high ly-
ing 1+ excited states in 74Kr are populated by Gamow-Teller β-decay transitions.
Their individual population is small and below the experimental sensitivity level.
However, when their BR are added, the value is not negligible for the extraction of
the superallowed branching ratio. The remedy to this problem is found in lower
lying levels in 74Kr, which act as collector states of the weak Gamow-Teller tran-
sition. This means that the many high lying states will not decay directly into the
ground state, but feed to a few low lying states. The γ- decays from these levels
can be detected. However, to achieve complete accounting for the total non-analog
decays, assistance from theory is required as some direct feeding of the ground
state from high lying levels will remain unobserved. With the benchmark that the
theoretical description properly describes the relative feeding of the observed tran-
sitions, the remaining component of Gamow-Teller strength can be calculated by
theory. Such a measurement and analysis has been performed in [100] with shell-
model calculations by Towner and Hardy. The total non-analog BR was determined
to be 0.5(1)% resulting in a superallowed BR of 99.5(1)%.
The most recent survey of superallowed β-decays lists two precision measure-
ments of the half-life of 74Rb. Their uncertainties are almost overlapping (see
Figure 2.29(a)), but following the conservative procedures of the survey a scaling
factor is introduced to account for a potential non-statistical difference in the two
measurements. The combined half-life is 64.776(43) ms, which makes 74Rb the
shortest-lived nuclide among all 13 well measured superallowed decays.
An approximation of Equation 2.63 shows that the statistical rate function roughly
scales with the fifth power in the Q-value. Hence, the Q-value has to be measured
5 times more precisely than half-life and BR for the determination of the ft-value.
In the past, masses and Q-values for β-decays have been measured by nuclear re-
actions or β-decay end-point measurements. In order to obtain the required preci-
sion for superallowed β-decay studies, these have been restricted to the following:
(3He,t) reactions, (p,n) threshold measurements, or (p,γ) and (n,γ) on the same
target to reach parent and daughter of the superallowed decay. The emergence
of Penning traps in the realm of rare isotope research led to unprecedented preci-
sion in atomic masses and, thus, also for Q-values. The impact of Penning trap
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Figure 2.29: (a) Precision half-life measurements of 74Rb at ISOLDE [101]
and TRIUMF [102]. (b) Direct mass measurement of 74Rb with
ISOLTRAP [103] from [12, 13], and summarized in [14].

mass measurements was indeed critical not only from a precision point of view,
but it also brought deficiencies in accuracy of older measurements to light, e.g.
for 46V [104]. In the meantime, all Q-values of superallowed β-decays have been
measured in Penning traps, except for 14O [15, 105]. Penning traps are able to
perform mass measurements even of short-lived nuclides with relative precisions
of δm/m ≈ 10−9. By taking the mass differences the Q-value of the β-decay is
obtained (see Figure 2.13). Traditionally, Towner and Hardy list the QEC-value of
the electron capture, which is simply the difference in atomic mass between the
parent and the daughter. In those cases where the superallowed decay populates an
excited state in the daughter nucleus, precise knowledge of the excitation energy
of the state is also required. This can be achieved via γ-ray spectroscopy.
The atomic mass of 74Rb’s daughter, 74Kr, has been measured with a precision of
2.1 keV at the Penning trap facility ISOLTRAP at CERN [106]. The mass mea-
surement of 74Rb in a Penning trap is, due to its short half-life of 65 ms, more
challenging. Before TITAN’s measurement of 11Li (T1/2 = 8.8 ms)[7], 74Rb was
the shortest-lived nuclide whose mass has been measured in a Penning trap. In or-
der to achieve this, ISOLTRAP carried out three campaigns on 74Rb [12–14] (see
Figure 2.29). Other measurements of the mass of 74Rb published in [107, 108]
are in agreement with the ISOLTRAP result, but because of their poorer precision,
they do not carry any weight. Since the nuclear binding energies with typically
≈ 8 MeV per nucleon are small compared to the mass of a nucleon (≈ 1 GeV) it
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is common to express the atomic mass of a nuclide with mass number A in terms
of the mass excess m.e. = [M − A ·M(12C)/12] · c2. For 74Rb, the three mass
measurements at ISOLTRAP lead to a mass excess of 51914.7(3.9) keV and com-
bined with the mass of 74Kr to QEC = 10417.3(44) keV.
The partial uncertainties to the corrected Ft of 74Rb are shown in Figure 2.28b,
when considering δC from the shell model with Saxon-Woods radial wave-functions.
As mentioned before, its associated uncertainty contains the RMS charge radius of
74Rb, which was previously not known experimentally. With the recent laser spec-
troscopy measurement, the RMS charge radius was determined and reduced the
uncertainty on δC2 = 1.50(30)% to 0.25% while confirming the mean value [16].
As a consequence, the QEC value contributes to the uncertainty of the Ft at a sim-
ilar amount as the nuclear structure dependent corrections. This implies two strong
motivations to improve the QEC-value. Firstly, an error reduction on QEC would
have a direct impact on the corrected Ft whose uncertainty could be improved by
20%. Secondly, an improved ft-value would allow more stringent tests regarding
the discrepancies between different models of the ISB corrections (Section 2.8).
As mentioned before, 74Rb, with its largest δC among all superallowed β emit-
ters, would carry particular weight were it not limited by the current precision in
its QEC-value. Considering the importance of the CKM matrix and the tension of
some ISB models with unitarity, an error reduction in the ft-value of 74Rb is cru-
cial. For all of these reasons, a new measurement of the superllowed BR in 74Rb
has recently been performed at TRIUMF and its analysis is underway [109]. But
since the uncertainty of the ft-value is dominated by the QEC it is most important
to improve the precision of involved masses. Another dedicated measurement of
74Kr in a Penning trap would likely lead to a more precise atomic mass. However,
74Rb poses, due to its half-life of 65 ms, a real challenge to experiment. Its mass
is known by a factor 2 less precisely than that of 74Kr, although it has already been
determined 3 times in a Penning trap. This indicates that an improved precision is
unlikely to be reached due to limits of the technique. To understand its limitation
better, it is important to consider the achievable precision of a mass measurement
in a Penning trap which follows

δm

m
∝ m

qBTrf

√
Nion

(2.89)

[10], where δm/m is the achievable relative precision in mass m. q is the ion’s
charge state utilized in the measurements, which are generally performed with
SCI. B is the magnetic field strength of typically a few Tesla. The highest field
strength used at Penning trap facilities to measure masses of radioactive nuclides is
9.4 T [110]. The requirement of very homogeneous fields makes even larger field
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strengths very difficult to explore. The number of ions Nion is limited by the avail-
able experimental time at radioactive beam facilities where radioactive nuclides are
being produced (see Section 3.2). It is further constrained by the production yield
at radioactive beam facilities and efficiency of the spectrometer. Finally, the preci-
sion is dependent on the measurement time Trf on each individual ion. The range
of possible Trf is obviously restricted by a nuclide’s half-life, which is indeed the
limiting factor for the precision in the mass of 74Rb.
Hence, an option for a more precise mass of 74Rb is to develop experimental tech-
niques which enable Penning trap mass measurements in higher charge states. An-
other approach would be a novel octupolar excitation scheme in Penning trap spec-
trometry [111, 112] which promises gain in experimental precision. However, this
excitation is more sensitive to the initial conditions of the measurement and its
theoretical foundation has been laid out only very recently [113]. On the other
hand, Penning trap mass studies utilizing HCI have already been successfully pi-
oneered with stable nuclides [11, 114]. In the realm of rare isotope science with
Penning traps, HCI represent a thus far unexplored opportunity to improve the ex-
perimental precision further circumventing constraints imposed by short half-lives
and lower yields when probing the limits of nuclear existence. However, in con-
trast to measurements with stable nuclides, the requirements of high efficiency and
short measurement times are critical when working with radioactive ions. The ex-
perimental part of this work is focused on the very first mass measurement of HCI

of radioactive, short-lived nuclides in a Penning trap including a successful mass
measurement of 74Rb+8.
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Chapter 3

Experimental Setup

3.1 Introduction and overview of the TITAN facility
The mass measurements described in this thesis are performed with TRIUMF’s
Ion Trap for Atomic and Nuclear science (TITAN), which is coupled to the radioac-
tive beam facility ISAC at TRIUMF. Operational for online measurements since
2007, TITAN’s measurement program had initially focused on mass measurements
of so-called halo nuclei [115, 116]. The masses of 8He [117, 118], 6He [118],
11Li [7], 11Be [119], and 12Be [120] have successfully been measured. The ground
state of 12Be is not a halo nucleus itself, but in its first excited 0+-state a neutron
halo-like structure might be formed [121]. The ability to carry out precision mass
measurements, even for very-short lived nuclides with T1/2 < 10 ms distinguishes
TITAN from other facilities and is due to TITAN’s fast measurement preparation
which does not require a preparation trap and uses a Lorentz steerer for beam in-
jection into its Measurement Penning Trap (MPET)(see Section 3.7.7). In fact, the
demonstration of the mass measurement of 11Li with its half-life of 8.8 ms makes
TITAN the fastest online Penning trap system worldwide. This is a critical feature
for further exploration towards the limits of nuclear existence. Considering that the
half-lives tend to get shorter further away from the valley of stability, this ability
becomes increasingly important. Figure 3.1 illustrates the increased accessibility
of short-lived nuclides at TITAN for masses up to Z ≤ 50 and N ≤ 50.
In the field of metrology, TITAN has helped to resolve a discrepancy in the mass
of the stable nuclide 6Li [124]. This measurement, with δm/m = 4.4 Parts-
Per-Billion (PPB), has highlighted the achievable accuracy which is competitive
with facilities dedicated to high precision mass measurements of stable nuclides.
More recently, TITAN has performed measurements on 30,31Na motivated by the so-
called island of inversion [125, 126] and of 47−50K, 49−50Ca [1] and 51K, 51,52Ca
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Figure 3.1: Lower section of the chart of nuclides with nuclides with half-
lives larger than 65 ms (a) and 8 ms (b). Before TITAN’s mass measure-
ment of 11Li, 74Rb (T1/2 = 65 ms) used to be the shortest lived nuclide
whose mass has been determined in a Penning trap [13]. The color-code
reflects the relative mass uncertainty δm/m of a nuclide. The mass data
were taken from the 2011 preview of the atomic mass evaluation [122]
and the half-lives are from [123].

[127]. The latter mass range is interesting due to predictions about shell closures
at N = 32 and N = 34 [128, 129] to which the two-neutron separation ener-
gies S2n = −M(A,Z) + M(A − 2, Z) + 2mn are sensitive. Theoretical models
with only NN-forces fail to reproduce the experimental masses even when soft,
momentum-evolved potentials are used (compare with Section 2.1.3). But when
3-body forces are added, the qualitative trend follows experiment [127, 129].
Up to now, TITAN measurements have been performed with Singly Charged Ions
(SCI) as it is done at all other Penning trap setups [110][130][131][132][133] cou-
pled to radioactive beam facilities. As the precision scales inversely with the charge
state of the ion (Equation 2.89), the use of Highly Charged Ions (HCI) offers great
gains for Penning trap mass measurements. Indeed, the Stockholm-Mainz-Ion-
LEvitation-TRAP (SMILETRAP) has pioneered this approach for stable nuclides
[11, 114]. In the realm of rare-isotope science, short half-lives and the need for
high efficiency complicates the use of HCI in Penning trap mass spectrometry, and
this path has so far not been exploited. In consequence, HCI represent an opportu-
nity for new limits in the precision of Penning trap mass measurements. A second
cornerstone of TITAN’s scientific program is hence to set out to master the chal-
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2.1. Beam production and separation at ISAC

off-line ion source

SCI

SCI

a) SCI

SCI

b) HCI

Figure 2.2: The TITAN experimental setup which includes a RFQ, a high-
precision Penning trap, an EBIT and an off-line ion source. a) Shown in
red is the path of the beam when mass measurement on singly charge ions
(SCI) is performed. b) In blue is the path for highly charged ions (HCI)
mass measurement.

gas-filled linear radio-frequency quadrupolar (RFQ) trap ([Smi06, Smi08a]).
The subsequent step depends on whether a mass measurement using singly
charged ions (SCI), or highly charged ions is performed. The ions can either
be transferred to an electron-beam ion trap (EBIT) [Fro06], where charge
breeding takes place (blue path in figure 2.2) or directly sent to the Penning
trap (MPET) where the mass of the ion of interest is determined (red path
in Figure 2.2).

In this chapter, we present how an ion beam is produced and delivered
by the ISAC facility, how the beam preparation devices (i.e. the RFQ, the
EBIT and the transport optics) are employed, and how the mass of an ion
is determined by the TITAN Penning trap. The Penning trap is presented
in more detail as this device is at the core of this thesis.

2.1 Beam production and separation at ISAC

The Isotope Separation and ACceleration (ISAC) facility produces radioac-
tive ion beams by the Isotope Separator On-Line (ISOL) method [Dom02].
In this well-established method, unstable ions are produced by bombarding
a thick target, such as the one shown in figure 2.3, with a 500 MeV con-
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Figure 3.2: Schematic of the experimental setup of TRIUMF’s Ion Trap for
Atomic and Nuclear science (TITAN). The different paths for SCI (a)
and HCI (b) are marked.

lenges of highly charged, radioactive nuclides to explore the advantages of HCI.
A schematic overview of the TITAN facility is shown in Figure 3.2. The radioac-
tive beam of SCI from ISAC is injected in a RFQ cooler and buncher [134, 135]
which is floated just below (∆V ≈ 5 − 20 V) the ISAC beam energy to deceler-
ate and to trap the beam. Buffer gas cooling takes place through collisions with
He or H2 gas, which thermalize the ions to room temperature while an oscillat-
ing Radio-Frequency (RF) field provides radial confinement. The net result is an
overall cooling of the ‘hot’ ISAC beam. In addition, a longitudinal electrostatic
potential leads to a confinement which allows the continuous beam from ISAC to
be accumulated in the RFQ. Ions are extracted from the RFQ by opening the con-
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fining potential, and ion bunches are released. Beam extraction from the RFQ can
proceed in the reverse or forward direction [97]. In the reverse mode, the beam is
sent back into the ISAC beam line (as indicated in Figure 3.2 with ‘beam to next
experiment’) where other experimental setups can take advantage of the cooled
and bunched beam. Recent laser spectroscopy measurements of isotope shifts have
benefited from this technique [16].
When the bunched beam from the RFQ is extracted in the forward direction, it can
follow two paths within the TITAN setup. First, it can be transferred directly into
the precision MPET. In this case, the mass measurement is carried out with SCI (see
a in Figure 3.2). Alternatively (Figure 3.2b), the ion bunches can be sent into the
EBIT charge breeder [2, 136]. In an EBIT, higher charge states are reached through
electron-impact ionization by an intense electron beam. The design of the EBIT

reaches electron beam energies up to 70 keV. As the electron binding energies in-
crease with the number of removed electrons, such an electron beam energy in the
EBIT allows removal of even deeply bound electrons of the ion. After the charge
breeding, the HCI are extracted as pulses and are delivered to the MPET.
An unavoidable effect of the charge breeding in the EBIT is an increased energy
spread which can negatively impact the capture efficiency at the MPET or the mass
measurement itself (see Section 3.7.3). A Cooler Penning Trap (CPET) [137] [138]
[139] is currently being built at TITAN to prepare the HCI for injection into the
MPET by providing a cooling mechanism for highly charged ions. Because of the
high charge state and the rapid charge exchange (compare with Equation 3.57 to
be discussed later), buffer gas cooling with neutral atoms is not an option. Re-
cently, sympathetic cooling of HCI in a laser-cooled plasma of singly charged ions
(e.g. 24Mg+) has been suggested as a fast cooling mechanism [140] [141] [142].
However, at TITAN’s CPET, electron or proton cooling will be utilized because both
techniques can be developed and studied based on the same trap setup. Moreover,
electron cooling of protons has already been demonstrated in [143]. The self-
cooling of electrons in a strong magnetic field due to synchrotron radiation offers
simple availability of a cold electron gas. Simulations suggest [137] that during the
time until the ions are cooled to ≈ 1eV/q only a few percent of the ions undergo
recombination. Losses could then be minimized by separating the HCI from the
electrons before recombination sets in. In proton cooling, recombination of HCI

with the coolant is avoided. Due to short half-lives well below one second, the
hot ion bunches from the EBIT will need to be trapped, cooled, and transferred to
MPET quickly. Access to large amounts of cold protons, Np ∼ 108, on this time
scale is more difficult because the larger proton mass hinders any self-cooling in
the B-field. Once tested in an off-line setup with its own source of SCI [139], the
CPET will be inserted into the TITAN beamline just in front of the MPET.
Apart from the time limitations imposed by the respective nuclide’s half-life there
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are no fundamental differences between stable and radioactive ions in terms of ap-
plying these techniques. Thus, a surface ion source is installed at TITAN which al-
lows test and optimization of all individual components. Generally, it provides dif-
ferent beams of singly charged alkali metals. A recent test of a Ca source has also
been successful. Hence, measurements can be prepared using ions from TITAN’s
ion source previous to ISAC beam delivery of radioactive beams. As an additional
advantage systematic effects can be studied well in advance of an experiment by
measuring well known masses of stable nuclides. As a result, major contributions
to the systematic uncertainty can be investigated independently of the actual mea-
surement.
This chapter will introduce the different stages of the beam formation and prepara-
tion necessary for the mass measurement.

3.2 ISAC: production and delivery of radioactive beam
Various techniques are established to produce beams of short-lived radioactive nu-
clides. Most common are fragmentation of a fast (typically 100s of MeV/u), heavy
ion beam on a target of light nuclei (called in-flight fragmentation) [144] and the
spallation, fission, and fragmentation of a heavy target by a driver beam of light
nuclides. The second technique is known as Isotope Separator On-Line (ISOL).
The ISAC facility [145] at TRIUMF falls into this category. It is driven by a proton
beam from TRIUMF’s cyclotron, which accelerates H− to 500 MeV. When passing
through stripper foils inside the cyclotron a fraction of a H− bunch is converted to
H+ and extracted. The proton beam is delivered to ISAC where it impinges on a so-
called production target. The ISAC facility receives up to 100 µA of proton beam
which is currently the highest beam intensity on-target for any ISOL facility. Hence,
the availability of beam powers with up to 50 kW in combination with thick, high
power targets represents unique prerequisites to achieve the highest ISOL produc-
tion yields. The products from the bombardment of the proton beam have to diffuse
out of the target. Thus, target temperature is a critical parameter which is controlled
by the energy loss of the proton beam and possibly by heating the target resistively.
For high beam powers, targets require cooling to withstand deposited heat during
the continuous proton bombardment. Once the products diffuse out of the target
several ion sources [147] are available at ISAC to ionize the neutral atoms including
a surface, laser [148], and Forced Electron Beam Induced Arc Discharge (FEBIAD)
ion source. Surface ionization is accomplished by heating an ionizer tube and tar-
get to about 2000 oC. Following the Langmuir-Saha surface ionization theory (see
its application for surface ion sources for instance in [149, 150]), elements with an
ionization potential Ip lower than the work function φ of the surface, e.g. tungsten
with φ = 4.6 eV, can efficiently be ionized. Hence, a surface ion source is well
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2.1. Beam production and separation at ISAC

tinuous proton beam coming from the TRIUMF cyclotron. The current on
target of that beam can go as high as 100 µA. Once produced, different nu-

Figure 2.3: The ISAC production and separation room. This room includes
two target stations, target and ion sources, a pre-separator and a high-
resolution (m/∆m = 3000) magnet separator. Also shown is a rendering of
the target and a surface ion source.

clei diffuse out of the target and are then ionized by an ion source [Dom02].
Subsequently, the ionized isotopes are extracted and formed into a beam
which is electrostatically accelerated to an energy of 12 to 60 keV. It is later
guided to a two-stage dipole magnet separator that include a pre-separator
and a high-resolution magnet separator (figure 2.3). This separates and se-
lects the ions of interest according to their mass-to-charge ratio (m/q) at a
resolving power of typically m/∆m = 3000. Finally, the separated beam is
delivered to the ISAC hall where various experiments are located.

The two species of interest to this thesis, 6He and 8He, are produced
using a SiC target and ionized by the so-called Forced Electron Beam Ion
Arc Discharge (FEBIAD) source [Bri08]. Using this technique, ionization is
done via a plasma generated by injecting atomic gas into a chamber where
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(a)

(b)

Figure 3.3: (a) Schematics of production, ionization, and separation of ra-
dioactive beams at ISAC. The inset (b) shows the target and ion source
setup. Figure from [146].

suited for alkali elements such as the studied Rb isotopes (Ip = 4.2 keV), but noble
gases are not accessible owing to the highest ionization potentials of all elements.
The ions are electrostatically accelerated up to 60 keV beam energy. They pass a
two-stage dipole magnet mass separator unit (pre- and main separator) which se-
lects ions based on their mass-to-charge ratio. Nuclides with different mass num-
bers are easily separated due to the large mass differences. But different elements
with the same mass number (i.e. isobars) can often be too close in mass to be
resolved by the mass separator. Isobaric contamination in the beam delivered to
the experiment has to be expected if a typical resolving power of m/δm ≈ 3000
is surpassed. This could represent a problem for experiments such as the mass
measurements at TITAN which require contamination-free beams of the nuclides
of interest. Contaminants could affect the measurement or reduce the sensitivity.
The schematics of production, ionization, and separation of the radioactive beam
at ISAC are shown in Figure 3.3. The ISAC experimental halls (see Figure 3.4) are
divided into three areas with distinct energy regimes. All measurements which are
relevant for superallowed β-decays require low energy beams. Indeed, TRIUMF is
in the unique position to measure all quantities to characterize a superallowed β-
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TITANRFQ

TIGRESS

HERACLES

EMMA

ISAC I

ISAC II

Figure 3.4: Schematics of the ISAC facility and the experimental facilities.
ISAC experimental areas are distinguished by their respective beam en-
ergy. First, the low energy section with up to 60 keV is dedicated to
ground state and decay properties investigated by trapping experiments,
β-decay studies, or collinear laser spectroscopy work. An RFQ and a
drift tube linac accelerate the radioactive ion beam up to 1.5 MeV per
nucleon in the so-called mid-energy regime. There, the beam is used for
reaction measurements important for nuclear astrophysics. Moving into
the third energy regime, the ISAC-II superconducting linear accelerator
brings the beam to 5-11 MeV/u for nuclear reactions at higher energy.
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(a) (b)

Figure 3.5: (a) Photo of the 8π facility. (b) Schematic of the gas proportional
counter with tape station. Both from [153].

decay. BR are determined at the 8π γ-ray spectrometer [151] which consists of 20
Compton-suppressed HPGe detectors. It works in conjunction with a tape-station
setup and β-particle counter such as the Scintillating Electron Positron Tagging
Array (SCEPTAR) [152], see Figure 3.5. Half-lives of β-decays are measured at a
tape station which transports the implanted sample into a gas proportional counter
[154]. Finally, the QEC-value can be deduced from direct mass measurements at
TITAN. If the superallowed decay branch populates an excited state in the daughter
nucleus, its excitation energy can be precisely measured through the emitted γ-rays
at the 8π facility.

3.2.1 Production and delivery of neutron-deficient Rb-beams
Different target materials produce different radioactive nuclides. Figure 3.6 com-
pares various targets in their yields of Rb isotopes. This study aimed towards the
proton dripline, i.e. the line where members of an isotopic chain become unbound
when removing another neutron. These neutron-deficient Rb isotopes can be deliv-
ered in high quantities from ZrC and Nb targets. For the yields shown in Figure 3.6,
ZrC targets were typically operated with a 35-75 µA proton beam, while Nb tar-
gets were bombarded by 98 µA of protons. The sudden drop for 74Rb in the use
of a ZrC target is likely caused by the short half-life of 65 ms (compared to 19 s
for 75Rb) and the lower proton beam intensity of 35 µA compared to the Nb-target
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Figure 3.6: Measured yields of ground state Rb isotopes at ISAC for various
targets. These are measured absolute numbers which are not normalized
to the respective beam currents for different targets. Due to the regulator
licence restrictions, the ISAC UCx target was only irradiated with a 2
µA proton beam which is a factor of 10-50 less than all other targets.
Uranium targets owing to their large excess of neutrons are particularly
suited for beams of neutron-rich nuclides but less favourable for the
present studies. The gap at A = 85− 87 is due to the stable 85,87Rb as
well as the long-lived 86Rb with a half-life of 18.6 days. Data are taken
from ISAC yield database [155].

[156][157][158]. This has led to the choice of a Nb-target for the present measure-
ments.
As Rb is an alkali metal the studies presented in this thesis required the surface ion
source. Unavoidably, this also ionized other elements such as Ga (Ip = 6.0 eV) or
Sr (Ip = 5.7 eV), although at a lower ionization efficiency. Most other elements
such as Kr (Ip = 14.0 eV) were not surface ionized due to their higher ionization
potentials. The resolving powers R = m/δm needed to separate isobaric Ga and
Sr from the Rb beam were beyond the capabilities of the ISAC mass separator (see
Table 3.1). 74Rb could be separated with R ≈ 4300 from the isomeric and ground
states of 74Ga which did not much exceed the performance of the mass separator.
It was possible to fine tune the magnets of the mass separator to a more favourable
ratio between contaminant and beam of interest at the cost of a lower intensity of
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Table 3.1: Contamination, mass excess m.e., required resolving power R,
and results of yield measurements [159] previous to the TITAN beamtime
Nov. 20-24, 2010.

A element m.e. [keV] R to ARb Yield [1/s]
Nov. 7 Nov 12 Nov 20

78 Ga -63706.0(1.9) 22492
Rb -66936.2(7.5) 2.1 · 109 1.6 · 108

mRb -66825.1(7.5) 653445 4.4 · 109 2.2 · 109

Sr -63173.9(7.5) 19312
76 Ga -66296.6(2.0) -12167

Rb -60478.1(1.2) 4.4 · 107 2.3 · 107

Sr -54248(35) 11363
75 Ga -68464.6(2.4) -6212 4.6 · 105 2.0 · 105

Rb -57218.7(1.6) 2.1 · 106 1.1 · 106

Sr -46619(220) 6591
74 Ga -68049.6(3.7) -4273 3.1 · 105 4.5 · 105

mGa -67989.6(3.7) -4289 1.2 · 103 2.4 · 103

Rb -51917.0(3.7) 1.7 · 104 1.2 · 104 6.4 · 103

Sr mass unknown

74Rb (see Section 4.1). Table 3.1 also lists the measured yields previous to this
measurement. Ga was the dominant nuclide at A = 74, and for A = 75 a beam
contamination of ∼ 15 % was found. The yields of heavier Ga isotopes were not
measured this time. But beam intensities for Ga (see Figure 3.7) typically become
smaller with every added neutron for masses larger than ≈ 70. The Ga isotopes
found were on the neutron-rich side in respect to stable Ga, and higher masses
represent isotopes further away from stability. Hence, 76Ga (or 78Ga) was not ex-
pected to be a significant contamination for 76Rb (or 78Rb). Sr yields were not
determined directly. Simulations of in-target production [159] indicated that on
the neutron-deficient side Sr was about one order of magnitude less abundant than
Rb and was dropping down to more than 2 orders of magnitude for A = 74. This
trend was consistent with older yield measurements for 79,81Sr (Figure 3.7).
Hence, contamination was an important factor to consider for the mass measure-
ments of 74,75Rb. Since Ga was a dominant component in the A = 74 beam,
fine tuning of the mass separator and isobaric cleaning with ion-trap techniques
at TITAN was required (see Section 3.7.6). It is interesting to note that the beam
intensities from this target decreased over time (see Table 3.1) indicating deterio-
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Figure 3.7: Measured yields of Ga, Rb, and Sr isotopes for three Nb-targets
at ISAC. The yield is normalized to 1 µA proton beam. Data taken from
[155].

ration due to irradiation. When 74Rb was first delivered to TITAN its intensity had
dropped by almost a factor of ≈ 2.5 in comparison to the target performance when
it had been first irradiated by the proton beam.

3.3 TITAN’s Radio-Frequency Quadrupole (RFQ) cooler
and buncher

For the mass measurement, the ISAC beam with an energy up to 60 keV needs to
be brought to quasi-rest and have a typical remaining kinetic energy of a few eV in
the MPET. The formation of the radioactive beam introduces an energy spread of
a few 10’s of eV in the extraction process from the source as opposed to the mea-
surement requirement of low energy spread. Moreover, ISAC delivers a continuous
beam. Trap experiments on the contrary load the trap in pulsed beams, and usually
no new particles are added during the measurement itself. To efficiently use the
ISAC beam, it has to be accumulated and bunched.
All of these tasks are accomplished by a buffer gas filled RFQ cooler and buncher.
Such devices are now widely used at radioactive beam facilities [5, 160, 161],
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mostly for mass measurements of rare isotopes but increasingly also for collinear
laser spectroscopy [16, 162, 163]. In order to stop the radioactive beam TITAN’s
RFQ [134, 135] is biased a few eV below beam energy. Care has to be taken dur-
ing injection to match the acceptance of the RFQ to the emittance of the incoming
beam. This is achieved by deceleration optics forming an electrostatic azimuthal
quadrupole potential [134, 164]. This decelerates the ions in axial direction while
maintaining the transverse emittance as the ions oscillate radially with a harmonic
motion. TITAN’s RFQ is designed for beam energies between 12 - 60 keV with a
transverse emittance of up to 50 πmm mrad in x − θx-space. The ions are cooled
through collisions with a room-temperature buffer gas to thermal energies. Without
additional forces, the ions could not be confined in an accumulation region during
the collisional cooling process. Thus, the buffer gas cooling takes place in a linear
Paul trap. A linear Paul trap is a 2D trap, hence without a longitudinal confinement
as in a 3D hyperboloidal Paul trap [5]. In a linear Paul trap, the ions are trapped
in longitudinal direction by an electrostatic potential (see Figure 3.8). It is applied
by biasing 24 longitudinal segments at well defined DC voltages. The gradient is
chosen to drag ions into the minimum of the potential. Since the Laplace equation
does not have solutions with minima in all three dimensions for a source free vol-
ume, additional confinement is necessary. For this reason, the radial confinement
is accomplished by a quadrupolar RF-field generated by four, pairwise connected
longitudinally segmented rods. A cross-sectional view is given in Figure 3.9a and
the respective electric potential in Figure 3.9b. The saddle of the quadrupole field
results in a force on the ions towards the radial centre of the trap in one direc-
tion and outwards in the other direction. By switching the polarity of the applied
voltage the ion can be confined radially when the combination of applied RF fre-
quency, amplitude, and the ions’ mass-to-charge ratio leads to stable trajectories
in the trap. Radially, the ions follow along a harmonic macro-motion disturbed
by a small micro-motion. The harmonic motion can be described by a so-called
pseudo-potential [165] in comparison to the trap depth in a true harmonic poten-
tial. Traditionally, sinusoidal RF-fields are used in these devices. However, it can
be shown [134] that a square wave driven RF field can increase the pseudo-potential
by a factor of about 1.5. The square-wave drive is also referred to as digitally driven
[166]. TITAN’s RFQ operates with a square-wave RF with peak-to-peak amplitudes
up to Vpp = 400 V in a frequency range of 0.2 to 1.4 MHz. Such a drive is a
technical challenge for large capacitive loads as in the case of the TITAN RFQ with
about 1500 pF. It is achieved by stacking fast switching, Metal-Oxide Semicon-
ductor Field-Effect Transistors (MOSFET) in a push-pull configuration [134, 167].
The use of several MOSFETs reduces the power dissipation on each individual tran-
sistor. The RF is capacitively coupled to the individual electrodes (see Figure 3.9c)
while the DC bias to create the longitudinal field gradient is delivered over a resis-
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2.2. Beam preparation: the radio-frequency quadrupole (RFQ) cooler and buncher
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Figure 2.4: Top: Schematic sideview of TITAN’s RFQ which is composed
of four 24-segmented rods that create a longitudinal trapping potential. A
well allows for beam accumulation and subsequent bunching. A square-
wave RF is applied to the opposite segments to provide radial confinement.
Bottom: Schematic potential distribution for accumulation (solid line) and
bunch extraction (dashed line).

beam with �99% = 50 π mm mrad transverse emittance at 60 keV energy
[Smi08a]. The transverse emittance of the beam leaving the RFQ is ap-
proximately �99% ≈ 10 π mm mrad at 1 keV. The measured full width half
maximum (FWHM) of the beam energy spread at this energy is typically
around 6 eV [Cha09].

The typical buffer gas used to cool the beam is helium, due to its inert
nature and light mass allowing favorable momentum transfers for efficient
energy spread dissipation. However, for the 6,8He mass measurements the
beam was cooled using hydrogen to avoid resonant charge exchange reac-
tions. Figure 2.4 shows that the TITANs RFQ is composed of a four rod
structures on which a radio-frequency quadrupolar field is applied to create
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Figure 3.8: Top: Schematic of the longitudinal segmentation of TITAN’s RFQ

into 24 sections. The segment number is indicated at the top. Bottom:
Schematic of the typically applied potential. The DC field drags the
buffer gas cooled ions to the minimum of the trapping potential (solid
line). The beam is extracted in ion bunches by switching the potentials
of the electrodes 22 and 24 (dashed-line). Figure from [146].

.

tor which damps the RF to protect the DC power supplies.
An effective net buffer gas cooling in an RFQ takes place when the mass of the
ion is larger than the coolant gas particles [165, 168]. In the presence of an RF-
field for trapping, a drastic change in energy would disturb the ion’s micro-motion
significantly and bring the motion out of phase with the RF-field. Hence, if the
mass of the coolant is larger than the ion’s mass the energy of the ion is on average
increased, an effect which is referred to as RF-heating [169]. In a buffer gas of
lighter masses, little momentum is transferred per collision, and the disturbance of
the micro-motion is less relevant. As a consequence the harmonic, macro-motion
can be damped while keeping the micro-motion coherent to the external RF-field.
The average, relative energy change per hard-sphere collision (Figure 3.10) follows
[168]

< ε >= κ
1− κ

(1 + κ)2
(3.1)

83



2.2. Beam preparation: the radio-frequency quadrupole (RFQ) cooler and buncher
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Figure 2.4: Top: Schematic sideview of TITAN’s RFQ which is composed
of four 24-segmented rods that create a longitudinal trapping potential. A
well allows for beam accumulation and subsequent bunching. A square-
wave RF is applied to the opposite segments to provide radial confinement.
Bottom: Schematic potential distribution for accumulation (solid line) and
bunch extraction (dashed line).
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[Smi08a]. The transverse emittance of the beam leaving the RFQ is ap-
proximately �99% ≈ 10 π mm mrad at 1 keV. The measured full width half
maximum (FWHM) of the beam energy spread at this energy is typically
around 6 eV [Cha09].

The typical buffer gas used to cool the beam is helium, due to its inert
nature and light mass allowing favorable momentum transfers for efficient
energy spread dissipation. However, for the 6,8He mass measurements the
beam was cooled using hydrogen to avoid resonant charge exchange reac-
tions. Figure 2.4 shows that the TITANs RFQ is composed of a four rod
structures on which a radio-frequency quadrupolar field is applied to create
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Figure 1: A schematic of an ideal hyperbolic electrostatic quadrupole (thick line) and the
circular electrodes used to closely approximate the hyperbolic shape are shown on the top
left. The saddle-shaped harmonic potential it creates is illustrated at the bottom left. The
geometry of an RFQ formed from half-cylindrical rods and pair-wise applied alternating
potential (Vrf) is shown on the right.
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(a) (b) (c)

Figure 3.9: Schematic cross sectional view of electrode structure (a), which
generates a radial quadrupole field (b). The polarity of the applied po-
tentials in (a) is switched following a square-wave RF driver, which con-
fines the ions radially. The coupling of the DC and RF components to the
individual electrodes of a longitudinal segment is shown in (c). Figure
(a) and (b) are from [134] and (c) from [146].
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Figure 3.10: Average, relative energy change per hard-sphere collision be-
tween an ion trapped in an RFQ and a particle from the buffer gas [168].
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Figure 3.11: Schematic of RFQ DC potential during the neutron deficient
Rb-mass measurements.

when κ = mcoolant/mion is the mass ratio between coolant gas particle and ion. At
TITAN, a He buffer gas is used at a pressure of order ∼ 1 · 10−2 mbar. The choice
of the buffer gas is also influenced by the charge exchange cross section as neutral-
ized ions-of-interest are lost in this process by becoming neutral atoms. With the
largest ionization energy, He is in this respect the optimal choice. However, due to
resonant charge exchange reactions during radioactive He-isotope measurements,
TITAN’s RFQ can also be operated with H2 as a buffer gas. Figure 3.10 suggests
that a buffer gas of N2 or Ne would have been even more favourable for 74−78Rb
from a cooling kinematics point of view. He was used nevertheless as simulations
of the TITAN RFQ [134, 135] showed that thermalization of the even heavier 133Cs
can be accomplished faster than typical accumulation times and suggested that the
necessary condition for effective and efficient transport into the next unit of the
TITAN system can be achieved.
Once the ions are thermalized in the RFQ, they can be extracted in an ion bunch
from the RFQ by switching the segments neighbouring the minimum in potential
(see Figure 3.8). In all segments for which the DC bias needs to be switched, the
DC and RF-fields cannot be coupled to the electrode following Figure 3.9c. Such
a setup would lead to a too long rise time when switching the DC voltage. Instead
dedicated switch-boxes have been built at TRIUMF allowing the coupling of the
RF-field as well as fast switching of the DC component. For mass measurements
of singly charged ions the kicking strength of the extraction is typically ∆V = 20
V around segment 23, the minimum of the trapping potential (Figure 3.8). A softer
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Figure 13: Extraction optics of the TITAN RFQ. An ion pulse accelerated to 1 keV lon-
gitudinal kinetic energy before entering a pulsed drift tube. The potential on the tube
is then switched using a push-pull switch such that the ions leave the tube at ground.
The ions are subsequently focused so that they pass through a 5mm differential pumping
aperture using an Einzel lens placed half way between the RFQ and the aperture.

delivered vertically to either the measurement Penning trap [53] or electron
beam ion trap [25] (see Figure 5). The twenty four RFQ electrodes, including
injection and extraction optics, are illustrated in Figure 14. This figure also
displays the drag potential applied in forward extraction (top schematic).

3.4. Reverse Extraction of Cooled Bunches

The symmetric arrangement of electrodes inside the TITAN RFQ (see
Figure 10) allows one to apply a mirror drag potential to the RFQ electrodes.
In this case, ions are cooled in collisions with the buffer gas but instead
of being dragged through the RFQ in forward direction, they are collected
at the potential minimum at the entrance of the RFQ. Figure 14 (bottom
schematic) displays the applied drag potential for reverse extraction and as
a comparison, also the field applied during forward extraction. This cooled
ion bunch can then be extracted towards the ISAC beam line. Following
extraction, the ions are accelerated towards the ground potential of the beam
line since no pulsed drift tube is installed at the entrance side of the RFQ.
Passing two 45◦ electrostatic benders, the bunched and cooled ion pulse is
then sent towards the laser spectroscopy beam line. So far, several stable
and radioactive isotopes (e.g. 6,7Li, 23Na, 74,78,85,87Rb) have been extracted
from the RFQ in reverse direction. A detailed description of the on-line laser
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Figure 3.12: Extraction optics from the RFQ into a PLT which is floated to
URFQ − ∆V . When the ion bunch is in the centre of the PLT it is
switched to ground without affecting the ion bunch. The SCI leave the
PLT with a kinetic energy of e ·∆V . Figure from [134].

kick would result in a smaller energy spread, but an increased pulse-width in time.
Both effects are relevant for the trapping and mass measurement at MPET. For op-
timal performance for SCI, the pulse-width is artificially shortened to 300 - 1000
ns. This is achieved by only accepting a certain fraction of the phase space and
eliminating ions in the low energy tail of the ion bunch. As a consequence, this re-
duces the overall measurement efficiency. For measurement of HCI, energy spread
and pulse width are influenced mainly by the charge breeding process in the EBIT.
In this work, the kicking strength was ∆V = 100 V to achieve a smaller pulse
width which allowed efficient trapping of the ion bunch in the EBIT. An additional
modification of the RFQ DC settings was done by lowering the minimum of the po-
tential (see Figure 3.11). This was motivated firstly by simulations of TITAN’s RFQ

[170] which showed good performance for this potential shape for heavier masses
such as 133Cs. Secondly, it allowed larger storage of ions at the segment with the
potential minimum. Though it did not make a difference for measurements carried
out with lower beam intensities such as 74Rb, more ions per bunch simplified the
setup of the 74Rb measurement which was done with 85Rb from TITAN’s own ion
source. Particularly to find a tuneable signal for injection, charge breeding, and
extraction from the EBIT, large beam intensities were helpful.

3.3.1 A Pulsed Drift Tube (PLT) after the RFQ cooler and buncher
The kinetic energy of bunched beams along the TITAN beam lines connecting RFQ,
EBIT, and MPET ranges between 1-2 keV. At these energies, electrostatic beam op-
tics with moderate requirements on power supplies can be used (a few 100 V for
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segmented central drift tube

Figure 3.13: Right: Schematic of an EBIT with a magnetic field formed by
Helmholtz coils. The ions are trapped in axial direction by an elec-
trostatic field. Left: A cross sectional view of the central trapping
electrode. It is segmented which provides direct visual access to the
trapped HCI and allows monitoring of the charge breeding process.
Moreover, the segmentation can be used for RF- cleaning (see Sec-
tion 3.7.6).

steering and <5 keV for focusing). The beam can be brought to rest by floating
a trap potential just below the beam energy. Ions in the RFQ are trapped, but at
an electrostatic potential URFQ of a few 10 kV which is adjusted to stop the in-
coming ISAC beam. A Pulsed Drift Tube (PLT) is used as an ‘elevator’ to lower
the ion bunch to ground potential [161]. As shown in Figure 3.12, the ion bunch
is accelerated towards the PLT after extraction from the RFQ. The PLT is initially
biased to URFQ − ∆V . When the ions reach the centre of the PLT it is switched
quickly to ground potential. Due to the length and the injection hole of the PLT,
the shape of the potential within the PLT itself is not affected by the fast switching,
hence, avoiding any extra accelerating force on the ions. The ion bunch leaves the
PLT while on ground potential with a kinetic energy of e · ∆V . In the presented
measurements, ∆V was set to about 2 kV. Recent investigations of the setup of the
PLT are summarized in Section A.1.

3.4 The electron beam ion trap for charge breeding of
radioactive ions

The main function of the EBIT is to convert singly charged ions into multiple or
Highly Charged Ions (HCI). The short half-lives and limited yield of radioactive
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2.2. Primary Reactions in an EBIT

Figure 2.5: Charge breeding times of high Z elements based on EBIT theoretical modeling using
the SUK program developed by Becker [5]. The charge state of various elements is plotted as a
function of the breeding time in the TITAN EBIT with a current density of 25,000 A/cm2.

27

Figure 3.14: Simulation of breeding times in the TITAN EBIT to reach a cer-
tain charge state for various elements. Simulation and figure from
[171].

nuclides requires the charge breeding process to be fast and efficient. Moreover,
a charge state breeding process is desired which maintains a clean environment.
Charge states of q ≈ 10 − 20+ should be attainable in less than half of the nu-
clide’s half-life while maintaining an overall breeding efficiency of a few percent.
In an EBIT (see Figure 3.13), ions are trapped axially by an electrostatic potential
applied to an EBIT’s drift tube. The confinement in the radial direction is achieved
by an intense electron beam and a strong magnetic field. Higher charge states are
produced by electron impact ionization of the ions with the electron beam.
The TITAN EBIT [2, 136, 171] was designed and built in collaboration with the
Max-Planck-Institut for Nuclear Physics (MPI-K) in Heidelberg and brought to
TRIUMF in 2006. It is designed to operate with electron beam energies and cur-
rents of up to ∼ 70 keV with 500 mA (and later 5 A), of which 400 mA at ∼7 keV
and 25 keV at 200 mA have been demonstrated experimentally [2]. In a magnetic
field strength of 6 T the 70 keV, 500 mA electron beam is compressed to a den-
sity of 30,000A/cm2. Simulations of the charge breeding in the TITAN EBIT [171]
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Figure 3.15: Schematic of the EBIT (a) and the injection, charge breeding,
and extraction potentials (b).

confirm the rapid charge breeding process (Figure 3.14). In particular, high charge
states of q = 20+ and more can be reached within tens of milliseconds which is
hence compatible even for short-lived nuclides such as 74Rb.
At TITAN, the ion bunch of SCI from the RFQ is injected into the EBIT where it is
decelerated by floating the central drift tube to a potential Utrap slightly below the
transfer beam energy (compare with Figure 3.15). The ion bunch is dynamically
captured by switching the neighbouring drift tube to a higher potential which es-
tablishes the axial trapping potential. The electron beam energy is defined by the
difference between Utrap and the bias voltage of the cathode of the electron gun
Ucat, E = e(Utrap − Ucat). The charge breeding time is set by the time the ions
are kept in the EBIT. Typical breeding times used so far range from 20 ms to 200
ms depending on half-life of the nuclide and desired charge state. Once this charge
state is maximized in the abundance distribution, the beam is extracted from the
same side of the EBIT as it had been injected (see Figure 3.15). Due to the higher
charge state the total kinetic energy of the HCI is increased to Eion = q ·Utrap after
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extraction. In our operation, the electron beam is continuously on, even during
injection and extraction of the ion bunches.
The first charge breeding of radioactive beam for a mass measurement was achieved
in fall 2009. 44K1+ beam from ISAC was enhanced to a charge state q = 4+ in the
EBIT, and its mass was determined in the MPET [1, 2]. This was done with a small
electron beam current of less than 1 mA by only warming up the cathode but not
applying any bias. The electron beam energy was≈ 2 keV. Due to this low electron
beam current 200 ms of breeding time were necessary to reach a sufficiently large
q = 4+ abundance to perform a mass measurement. A Time-Of-Flight (TOF) spec-
trum of ion bunches extracted from the EBIT is displayed in Figure 3.16. Peaks at
the charge states q = 2−5+ were readily distinguishable from charge bred residual
gas. However, residual gas is always present in the EBIT despite the good vacuum
conditions achieved by operating the trap’s drift tube at 4 Kelvin. The long half-
life of 22 min and the high ISAC yields of more than 107 ions / s for 44K were
favourable for this proof-of-principle measurement. In an attempt to perform a
mass measurement with the ground state of the superallowed β emitter 38mK dur-
ing the same beamtime with ISAC yields of ∼ 105 ions per second, no signs of
charge bred 38K extracted from the EBIT could be observed. Hence, despite the
success it was concluded that significant improvements in breeding time, electron
beam current, and efficiency would have to be accomplished in preparation for the
first physics-motivated measurement, which should also be carried out in a higher
charge state. Hence, for the radioactive beam measurement of neutron-deficient Rb
isotopes in November 2010 the EBIT was operated with a beam current of 10 mA.
The optimization of the charge breeding time is discussed in the next section.

3.4.1 Charge breeding time of Rb isotopes
The optimal charge breeding time for the Rb measurements was determined with
stable 85Rb, however, taking into account that the total breeding time should not
exceed about a half of the half-life of 74Rb (65 ms). For the purpose of charge
breeding, isotopic differences were negligible, and it was considered to be identical
to the radioactive Rb regarding the cross sections of electron impact ionization.
The relative abundances of the charge states were measured via TOF to a Multi
Channel Plate (MCP), and the results are displayed in Figure 3.17. Two trends
were apparent. First, with longer breeding time higher charge states were favoured
over lower. Second, the higher the charge state the smaller was the maximum in
abundance. The latter was due to the fact that more charge states were reached,
and the total number of ions was spread over a wider range of charge states. In
Figure 3.17, a plateau for q = 8+ was reached at ≈ 20 ms. For the measurement
of 74Rb in the same charge state, the ions were hence kept for 23 ms in the EBIT
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EBIT MCP

TOF path

compromised by the collector extraction electrode which can
significantly steer and defocus the beams injected into and
extracted from the EBIT if the value of its potential is on the
same order of magnitude as the ion beam energy. Typically,
the energy of the beams extracted from the RFQCT is 2 keV, while
the voltage applied to the collector extraction electrode is
normally !2.1 kV (cathode biased at !2kV). As a result, when
an intense electron beam was used during charge-breeding tests,
the ion beams injected into the EBIT had to be aligned with the
extraction electrode biased.

Once the ion beam is properly aligned, the electron gun MCP is
retracted and the gun is moved close to the drift-tube assembly.
Since the drift-tube assembly is biased at a high voltage, warming
up the cathode results in a weak electron beam current
(estimated to be less than 1mA), even without applying any
voltage to the cathode, focus, and anode electrodes. This beam
current is sufficient to produce multiply charged ions from the
background gas and injected beams. The presence of such
electrons changes the energy of the extracted beam and
necessitates a retuning of the EBIT beamline and switch yard
optics. The explanation for this effect is that upon injection, the
injected ions are decelerated down to an energy of around 100 eV,
corresponding to the difference between their initial kinetic
energy and the drift-tube central potential (multiplied by the
elementary charge, e). After capture, the ions interact with
electrons and background-gas ions, and consequently, some of
their energy is dissipated. The extraction energy is then no longer
2 keV " q like the injected beam energy but is equal to the central
drift-tube potential, which is about 1:95keV " q. Spectra of stable
and radioactive K isotopes injected from the RFQCT, charged bred
with a warm unbiased cathode and extracted onto the MPET-MCP
are presented in Fig. 12. Due to their large A/q ratios, such low-
charge states of K ions can easily be resolved from ion
contaminants in TOF spectra. Injected ions charge bred to high-
charge states cannot be efficiently extracted at the moment and
systematic extraction studies are planned for the next year.

5. Charge-breeding time requirements for high-precision
mass measurements at TITAN

Because short-lived isotopes have fast decay times, the use of
highly charged ions for measuring their masses is only advanta-
geous when the charge breeding time (time of production) is
sufficiently fast to reach ionization stages that are high enough to
compensate for losses in the EBIT. For instance, if the time to
reach an ionization stage of 10+ is more than 7 times the isotope
half-life, the gain in mass resolving power does not then
counterbalance for losses in statistics scaling as

ffiffiffiffi
N

p
. Hence, for

mass measurements on short-lived isotopes, the charge breeding
time of highly charged ions has to be shorter or approximately
equal to the half-life of the nuclei of interests. Charge breeding is a
complex process, which has to take into account changes in
electron-impact ionization cross-sections for different charge
states, ionization bottlenecks caused by electronic shell closures
(e.g., Ni-like, Ne-like, or He-like), and recombination of ions with
beam electrons or by charge exchange with residual background
gases. Estimates of charge breeding times and ion abundance
ratios are normally calculated by solving coupled rate differential
equations describing the interplay, mainly, between electron-
impact ionization and recombination rates [7,25].

The design specifications of the TITAN EBIT such as the
500-mA cathode and 6-T trap magnetic field were prescribed by
the need to obtain high electron-current densities in the trap
center in order to reach breeding times shorter than 100ms.
Such short breeding times are desirable for accurate mass

measurements of high precision ðdm=mt10!8Þ on isotopes of
very short half-lives ðT1=2t100msÞ. In particular, precision mass
measurements are needed to experimentally test the theoretical
corrections to the ft values of superallowed b emitters employed
to determine the dominant matrix elements of the Cabibbo–
Kobayashi–Maskawa (CKM) quark mixing matrix. The CKM
matrix should be unitary, based on fundamental concepts. Should
a deviation from this unitary be measured, this would strongly
imply physics beyond the Standard Model. 74Rb is one of the main
envisaged candidates at TITAN. Other candidates are listed in
Table 2, together with their half-lives and charge breeding times
to reach a He-like charge state. The present mass determination
uncertainty of 74Rb is dm% 19keV, which is limited by the short
half-life of the isotope. Mass measurements performed on He-like
74Rb35þ would allow us to reduce this uncertainty by a factor of
approximately 35, that is, down to dm% 500eV. As seen in
Table 2, with the use of an electron-beam energy and high current
of 25 keV and 500mA, respectively, the breeding time of He-like
74Rb is approximately 32ms, which is bellow its half-life of 65ms.
A 25-keV electron beam is sufficient to produce He-like Rb ions in
large amount. The 70-keV maximum electron-beam energy of the
TITAN EBIT will allow us to reach the vicinity of the maximum
value of the electron-impact ionization cross-section distribution

Fig. 12. TOF spectra of multiply ionized 39K (stable), 44K, and 46K isotopes
extracted from the EBIT. Small quantities of multiply charged Ar, which had been
injected a few weeks earlier as a gas, are observed in the background spectra. The
spectra were taken with slightly different experimental conditions such as
injected beam current, beam tuning, and acquisition time. The cathode was
unbiased (warmed up only, see text). The electron beam, injected-ion beam, and
extracted-ion beam energies were 3.95, 2 keV, and % 1:95keV " q, respectively. Ca
isobaric contamination exists in the 44K and 46K spectra. The gray-shaded region
represents a background measurement with no K injected.
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extracted from the EBIT if the value of its potential is on the
same order of magnitude as the ion beam energy. Typically,
the energy of the beams extracted from the RFQCT is 2 keV, while
the voltage applied to the collector extraction electrode is
normally !2.1 kV (cathode biased at !2kV). As a result, when
an intense electron beam was used during charge-breeding tests,
the ion beams injected into the EBIT had to be aligned with the
extraction electrode biased.

Once the ion beam is properly aligned, the electron gun MCP is
retracted and the gun is moved close to the drift-tube assembly.
Since the drift-tube assembly is biased at a high voltage, warming
up the cathode results in a weak electron beam current
(estimated to be less than 1mA), even without applying any
voltage to the cathode, focus, and anode electrodes. This beam
current is sufficient to produce multiply charged ions from the
background gas and injected beams. The presence of such
electrons changes the energy of the extracted beam and
necessitates a retuning of the EBIT beamline and switch yard
optics. The explanation for this effect is that upon injection, the
injected ions are decelerated down to an energy of around 100 eV,
corresponding to the difference between their initial kinetic
energy and the drift-tube central potential (multiplied by the
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Figure 3.16: A Time-Of-Flight (TOF) spectrum of ions extracted from the
EBIT. For the shaded distribution no 44K+ ions were injected into the
EBIT. These TOF peaks correspond to charge-bred residual gas from
the EBIT. Figure on the bottom modified from [2].

for charge breeding. In the cases of 75,76Rb the breeding time was 35 ms for which
q = 9+ was the most populated charge state. A TOF spectrum of charge bred 75Rb
is presented in Figure 3.18. Hints of q = 12+ ions can be seen in this spectrum.
This charge state was used for a mass measurement of 76Rb.
In future studies, it will be interesting to compare measurements of the charge
breeding time with simulations such as the one in Figure 3.14. For the current
measurement this was not possible as the breeding conditions (e.g. electron beam
radius or overlap of the electron beam with the trapped ions) were, due to the time
constraint of the online beamtime, not fully determined.

3.5 Beam transport
After cooling and bunching in the RFQ and charge breeding in the EBIT, the ions
are delivered to the MPET. An illustration of the TITAN beamline is shown in Fig-
ure 3.19 which provides details about beam optics and diagnostic elements. How-
ever, minor components are omitted for clarity of the figure. The entire set of beam
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Figure 3.17: Measured number of ions of 85Rb in various charge states for
different charge breeding times in the EBIT with a 2.5 keV and 10 mA
electron beam. The plotted number of counts for each breeding time is
the sum of 200 extractions from the EBIT.

optics at TITAN is electrostatic. Here only those elements and devices are discussed
which were relevant for the measurement.
After the ions were extracted from the RFQ, the PLT (Section 3.3.1) allowed for a
adjustment of the kinetic energy to 2 keV. The ion bunch was transferred through
a series of benders into the EBIT, where the charge breeding took place. A de-
tailed description of the beam optimization for injection, trapping, and extraction
in the EBIT is presented in Section A.3. A series of retractable MCP detectors were
installed at critical positions along the beamline for beam diagnostics and were
used for beam transport optimization. Three of them (MCP1, MCP3, and MCP4)
were further equipped with phosphor screens which provided a visualization of the
beam spot impinging upon the MCP. A more comprehensive explanation of the
beam transport system and optics can be found in Section A.2.
After charge breeding in the EBIT, a bunch of the HCI was extracted from the EBIT

and was bent by 90o into the MPET beamline. There, MCP0 was utilized for beam
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Figure 3.18: TOF spectrum of 500 ion bunches of radioactive 75Rb extracted
from the EBIT with an 800 ns extraction pulse after 35 ms of charge
breeding with a 10 mA, 2.5 keV electron beam. 16O2+ and 14N2+

were due to ionized and further charge-bred residual gas in the EBIT.

optimization. MCP0 was operated in a single-ion counting mode by coupling the
MCP’s anode signal via a preamplifier to a Multi Channel Scaler (MCS). TOF spec-
tra analogous to Figure 3.16 and Figure 3.18 were recorded. When the count-rate
of ions in the TOF peak of interest was too high and led to signal pile-up, the beam
intensity of ions sent into the RFQ was reduced. Through the single-ion-counting
mode, different beam transport and EBIT settings could be compared quantitatively.
An optimization software was developed to scan individual beamline parameters
and to record the number of counts for specific peaks in the TOF spectrum in each
setting. By maximizing the counts in the TOF peak associated with the desired
charge state, this greatly improved the overall beam transfer efficiency and EBIT

performance.
The resolving power of the TOF depended on the energy spread and the spatial ex-
tent of the ions in the EBIT. The distance between the two end caps in the EBIT is
approximately 77 mm. If the trap were fully emptied, then the TOF peaks would
have been smeared out entirely in the TOF spectrum. As the resolving of different
m/q was essential for the mass measurement (see Section 3.6), the EBIT was only
opened with an extraction pulse of a few hundred nanoseconds. The remaining
HCI were dumped onto the beampipe a few milliseconds after the initial ion ex-
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4.5. Ionen-Extraktion
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Abbildung 4.24: (links) Nach einem schrägen Schnitt durch eine hohlzylinder-förmige Elektrode entstehen

zwei Elemente. Mit unterschiedlicher Spannung beaufschlagt können Ionenstrahlen mit geringsten Abbildungs-

fehlern in einer Ebene abgelenkt werden. Führt man 90◦ verdreht dazu (oben Mitte) den gleichen Schnitt

nochmal durch und (oben rechts), so entstehen vier Elemente (unten Mitte). Teilt man das mittlere Segment

einer Einzellinse auf diese Weise (unten rechts), so entsteht ein extrem kompaktes elektrostatisches Element,

das die Richtungskorrektur und Fokussierung von Ionenstrahlen (allg. geladene Teilchenstrahlen) ermöglicht: die

sogenannte Steerer-Lens oder Sikler-Linse. Der Einbau mit 45◦ Verdrehung zu den Schnittlagen (rechts unten)

sorgt dafür, dass die einzelnen Elemente wie zwei Ablenk-Plattenpaare angesteuert werden können (oben, unten,

links, rechts).

Wie aus Abbildung 4.18 ersichtlich erfolgt die Separation der Ionen nach Ladungszustand

nicht in der Ablenkebene des Ionenstrahls, sondern normal dazu. Das hat zwei Gründe: (i)

Die Energie-dispersive Ebene des elektrostatischen Ablenkers und die Geschwindigkeits-

dispersive Ebene des Wien-Filters werden damit entkoppelt. (ii) Das nicht vernachläs-

sigbare Magnetfeld der supraleitenden Spulen der FLASH-EBIT hat in diesem Bereich

Komponenten in x- und z-Richtung (Wien-Filter Koordinaten). Die z-Komponente (x-

Komponente wegen v̂ = x̂ in erster Ordnung ohne Auswirkung) führt nach der elektrosta-

tischen Ablenkung zu einer unerwünschten geringfügigen Ladungszustand-Separation. Die

vorliegende Orientierung des Wien-Filters erlaubt eine bessere Kompensation dieser Effek-

te. Auf der Strecke zwischen dem elektrostatischen Ablenker und dem Wien-Filter skaliert

die Abweichung von der geradlinigen Flugbahn in y-Richtung zunächst quadratisch und

dann erst linear mit der Entfernung vom Ablenker (siehe Anhang, Seite 146). Um die Aus-

wirkungen des FLASH-EBIT-Magnetfeldes auf die Ionentrajektorien möglichst gering zu

halten sollte der Wien-Filter daher möglichst nah am Ablenker positioniert werden. Nach
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Figure of the Sikler lens taken from [172].

94



traction. Although this implied a significant reduction in efficiency, accumulation
of short-lived nuclides in the EBIT was limited by the half-life. More importantly,
ionized and further charge bred residual gas could have filled the trap hindering the
injection and storage of new SCI. The trap was hence left open after emptying the
EBIT of remaining HCI until the arrival of the new ion bunch.

3.6 A/q selection
The mass measurement in a Penning trap by the technique applied at TITAN (see
Section 3.7.3) is ideally performed with ions of only one ion species in the trap at
a time. Other contaminant ions reduce the measurement signal and might lead to a
disturbance of the measurement result. Ions with different ratios of mass number
A to charge state q differ in their TOF (see Figure 3.16). They can be rejected by a
gate which only lets ions with a certain A/q pass.
In the past, this TOF gate was implemented by switching the applied voltage on one
element of a steerer plate assembly which is located right after the switchyard (see
Figure 3.19). The steerer assembly deflected the beam into the beam pipe except at
a specified time, when the beam was directed along the beamline. The minimum
gate width of the setup was∼ 1.2 µs, which was in most cases sufficient to separate
different mass numbers for singly charged ions. For example, this method was used
in the mass measurement of 6Li [124] to separate the two stable Li-isotopes with
A = 6 and 7, which both were simultaneously injected into the RFQ from TITAN’s
surface ion source. With the capability of HCI, the spacing in TOF over a similar
TOF distance was much tighter. Additionally, the EBIT produced background in the
form of charge bred residual gas. For instance, 44K3+, N+, and O+ in Figure 3.16
were all within a window of 3 µs in TOF. Selecting a clean ion bunch of 44K3+

would be impossible with a gate width of 1.2 µs. Therefore, a better TOF gate was
necessary.
An investigation of the limiting factors of this TOF gate highlighted three short-
comings, an overly long cable between HV switch and steerer plate, strong voltage
oscillation after the fast HV switch itself, and a large capacitance of ∼ 70 pF. The
first two issues were addressed by a reduced cable length and a new HV switch de-
signed and built at TRIUMF. To reduce the capacitance for a TOF gate, a Bradbury
Nielsen ion Gate (BNG) [173] was designed and tested [174] in a collaboration with
the Enriched Xenon Observatory (EXO) [175] group at Stanford and TITAN.
Instead of deflector plates, a BNG consists of small, parallel wires arranged in a
plane which is perpendicular to the propagation of the ions (see Figure 3.20). Ev-
ery second wire is biased at the same voltage. If both sets of wires are at the same
potential (normally on the beamline ground) the ion bunch can pass through the
gate. However, any potential difference leads to a steering force and deflects the

95



Please cite this article in press as: T. Brunner, et al., Int. J. Mass Spectrom. (2011), doi:10.1016/j.ijms.2011.09.004

ARTICLE IN PRESSG Model

MASPEC-14578; No. of Pages 7

2 T. Brunner et al. / International Journal of Mass Spectrometry xxx (2011) xxx– xxx

Fig. 1. Schematic of the working principle of a BN gate showing idealized ion trajectories. If both wire sets are at the same potential, most of the ions cross the gate and reach
the  detector (left). If opposite voltages are applied to the wires, the beam is deflected, effectively turning off the gate (right). Also shown are equi-potential lines of the wires.

the ions are deflected in such a way that they cannot reach the
detector (a state referred to as gate closed in this paper). Deflected
ions are deposited somewhere along the beam line. For a detailed
discussion on the deflection angle  ̨ see [7].

An important property of BN gates is that they only influence the
motion of the beam at distances comparable to the wire spacing d.
This results in a compact design and fast switching, providing a
close to ideal definition of a gate in contrast to deflection (kicker)
plates. The geometry of BN gates generally also results in smaller
capacitance, simplifying the drive circuitry and further aiding the
goal of fast switching. More importantly, the spatial dimensions of
the gate along the beam axis and thus the disturbance of the ion’s
flight path is greatly reduced for BN gates compared to kicker plates.

BN gates of large (cm) size are typically built by stretching wires
on frames in various arrangements [8–11]. This results in substan-
tial complexity and delicate devices that are difficult to assemble
and not reliable. This is particularly true when only clean and
ultra-high vacuum components can be used. In order to overcome
these drawbacks, a new type of BN gate design has been devel-
oped based on chemically etched wires. The new design simplifies
the construction while at the same time providing far more robust
and reliable assemblies. Additionally, the size of the gate is easily
scalable, covering large active areas. Currently, an active area of
900 mm2 has been realized where the wire spacing can easily be
changed simply by replacing the grids.

2. Gate design

The critical part in assembling a BN gate is the precise posi-
tioning of the two sets of wires isolated from each other. In the
design described here, these issues are overcome by using photo-
etched grids, as shown in Fig. 2. The basic idea is to handle two
wire grids instead of individual wires. In addition, uniform wire
tensioning is automatically achieved and the handling of the grids
is substantially easier than that of individual wires.

Fig. 2. A photo-etched grid for a BN gate. Note that multiple wire spacings (three in
this case) can be obtained on the same etched foil.

The wire grids described here were photo-chemically etched
from a 50.8 !m thick stainless steel sheet by Newcut Inc. [12].
Thus, the resulting wires exhibit the approximate cross section of a
diamond with similar dimensions of 50 !m in both thickness and
width.2 While this leads to a field configuration that is different
from that of ideal, circular wires, such an effect is only important
near the surfaces and we do not expect it to alter the general behav-
ior of the gate, described by Eq. (1).  This is because of the large
spacing as compared to the wire diameter. Mounting holes were
located on each side of the wire grids. The grid-to-grid alignment
is provided by the position of the mounting holes. In our design the
grid is centered by the mounting screws. If more precise tolerances
are required, the positioning of the wire grids could be realized by
alignment pins. In order to be able to use identical mounting frames
for the two  grids, the mounting holes are offset with respect to the
symmetry axis of the grid.

Each grid is mounted onto a pair of macor isolators that is in
turn installed onto a stainless steel frame, as shown in Fig. 3. The
tension of the grid is set by the screws holding the macor blocks
onto the frame and is easily adjusted at the time of assembly. A
dedicated tensioning screw pushing the macor blocks apart was
found unnecessary for the sizes tested. A rounded edge of the macor
blocks allows each grid to have one end bent out of the way, so that
when the two frames are mounted against each other, the wires
are interleaved and the two grids are not shorted with each other.
For simplicity of fabrication, grids, macor blocks and frames are all
identical and assembled in a mirrored configuration. A picture of a
fully assembled and mounted gate is presented in Fig. 4.

The large extension of the gate body in beam direction pro-
tects the grids and acts as the beam dump if the gate is closed.
While stainless steel was used to fabricate the grids described here,
other metals can be used as well. Because of the intrinsically clean
construction materials (macor and stainless steel) a vacuum of
2 × 10−10 mbar was  achieved during all measurements.

3. Characterization

The presented large-area BN gate was installed at TRIUMF’s Ion
Trap setup for Atomic and Nuclear science (TITAN) [15]. The TITAN
setup consists of several ion traps and is dedicated to high precision
measurements of radioactive, short lived nuclei (see, e.g., [16–19]).
A schematic of the TITAN facility is presented in Fig. 5 indicating
the location of the BN gate. Radioactive isotopes are produced by
bombarding an ISOL type [20] target at the Isotope Separation and
ACceleration (ISAC) facility [3] with 500 MeV  protons. During typ-
ical operation, the BN gate is used to separate different isotopes
by their time-of-flight when ejected from the first ion trap within

2 The tolerances of metal sheet thickness and wire diameter are 10% and 13 !m,
respectively (Private communication with P. Engel, Newcut.) The wire diameter
cannot be smaller than the thickness of the metal sheet.

Figure 3.20: Concept of a Bradbury Nielsen ion Gate (BNG). The ion beam is
passing through a set of wires perpendicular to the direction of the ion
propagation. The wires are arranged in pairs such that to every second
wire the same potential is applied. When both sets of wires are at the
same potential (normally on beamline ground) the ions will pass the
gate (figure on the left). A potential difference between the two wire
sets, however, deflects the beam (figure on the right). Figures from
[174].
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Fig. 3. Exploded view of one half BN gate showing stainless steel mounting frame
structure, wire grid and mounting ceramics (top). A section view of the fully assem-
bled BN gate consisting of two  identical frame structures rotated by 180◦ to each
other corresponding to the two polarities (bottom).

the TITAN setup prior to injecting them into a Penning trap [21].
Furthermore, the BN gate is used to isolate ions with certain charge-
to-mass ratios q/m after charge breeding in an EBIT [19]. For highly
charged ions fast switching times are of particular importance to
separate different ion species with very similar q/m. A time-of-flight
spectrum of radioactive 76Rb in different charge states is shown in
Fig. 6 along with residual background contamination.

For the characterization presented here, a continuous beam of
singly charged 39,41K and 85,87Rb ions was extracted from a test
ion source through a radio-frequency quadrupole cooler trap, the
TITAN RFQ [14], at a beam energy of 3 keV. This beam was then

Fig. 4. A fully assembled BN gate with mounting bracket and electrical connections.
This particular gate had d = 1.1 mm wire spacing and a total aperture of 900 cm2.

Fig. 5. Schematic of the TITAN setup. For the characterization of the BN gate, the
RFQ was delivering a continuous beam of K+/Rb+ ions at an energy of 3 keV. The ion
beam was  delivered by the test ion source (TIS) [14]. MCP detectors and Faraday cups
(FC) can be moved into the beam line while the BN gate is installed permanently.
The  position of the MCP  detector used in the presented studies is indicated by a red
arrow. (For interpretation of the references to color in this figure legend, the reader
is  referred to the web version of the article.)

sent towards a micro-channel plate (MCP) ion detector [22]. The
BN gate was installed between the RFQ and the MCP  detector at a
distance of ∼1.35 m from the MCP  detector as illustrated in Fig. 5.
For this work, the gate was  generally closed and only switched to
transparent state (gate open) for a short, well-defined time !T.  The
voltage was  switched by two  solid state devices developed at TRI-
UMF. These switches were set up to output either the two voltages
Vpos and Vneg to block the beam, or 0 V to let ions pass through the
gate. The rise times at the output of the switches were ∼24 ns for
a voltage set of ±160 V. A TTL control signal was provided to the
switches by a Tektronix pulse generator (model AFG 3022B) with
a rise time of 18 ns. A synchronized TTL signal was then used to
trigger the data acquisition, a multi-channel scaler (MCS Stanford
Research SR 430). For the characterization of the gate, the ion’s time
of flight distribution was  recorded varying either the applied volt-
ages Vpos and Vneg or the opening time !T.  Typically, the ion’s time

Fig. 6. Time-of-flight distribution of charge-bred radioactive 76Rb (red spectrum).
The ion bunch was  extracted from the EBIT and detected with the same MCP detector
used for the characterization presented in this work. The background contamination
originating from the EBIT is also displayed (green spectrum). (For interpretation of
the  references to color in this figure legend, the reader is referred to the web version
of  the article.)
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Fig. 1. Schematic of the working principle of a BN gate showing idealized ion trajectories. If both wire sets are at the same potential, most of the ions cross the gate and reach
the  detector (left). If opposite voltages are applied to the wires, the beam is deflected, effectively turning off the gate (right). Also shown are equi-potential lines of the wires.

the ions are deflected in such a way that they cannot reach the
detector (a state referred to as gate closed in this paper). Deflected
ions are deposited somewhere along the beam line. For a detailed
discussion on the deflection angle  ̨ see [7].

An important property of BN gates is that they only influence the
motion of the beam at distances comparable to the wire spacing d.
This results in a compact design and fast switching, providing a
close to ideal definition of a gate in contrast to deflection (kicker)
plates. The geometry of BN gates generally also results in smaller
capacitance, simplifying the drive circuitry and further aiding the
goal of fast switching. More importantly, the spatial dimensions of
the gate along the beam axis and thus the disturbance of the ion’s
flight path is greatly reduced for BN gates compared to kicker plates.

BN gates of large (cm) size are typically built by stretching wires
on frames in various arrangements [8–11]. This results in substan-
tial complexity and delicate devices that are difficult to assemble
and not reliable. This is particularly true when only clean and
ultra-high vacuum components can be used. In order to overcome
these drawbacks, a new type of BN gate design has been devel-
oped based on chemically etched wires. The new design simplifies
the construction while at the same time providing far more robust
and reliable assemblies. Additionally, the size of the gate is easily
scalable, covering large active areas. Currently, an active area of
900 mm2 has been realized where the wire spacing can easily be
changed simply by replacing the grids.

2. Gate design

The critical part in assembling a BN gate is the precise posi-
tioning of the two sets of wires isolated from each other. In the
design described here, these issues are overcome by using photo-
etched grids, as shown in Fig. 2. The basic idea is to handle two
wire grids instead of individual wires. In addition, uniform wire
tensioning is automatically achieved and the handling of the grids
is substantially easier than that of individual wires.

Fig. 2. A photo-etched grid for a BN gate. Note that multiple wire spacings (three in
this case) can be obtained on the same etched foil.

The wire grids described here were photo-chemically etched
from a 50.8 !m thick stainless steel sheet by Newcut Inc. [12].
Thus, the resulting wires exhibit the approximate cross section of a
diamond with similar dimensions of 50 !m in both thickness and
width.2 While this leads to a field configuration that is different
from that of ideal, circular wires, such an effect is only important
near the surfaces and we  do not expect it to alter the general behav-
ior of the gate, described by Eq. (1).  This is because of the large
spacing as compared to the wire diameter. Mounting holes were
located on each side of the wire grids. The grid-to-grid alignment
is provided by the position of the mounting holes. In our design the
grid is centered by the mounting screws. If more precise tolerances
are required, the positioning of the wire grids could be realized by
alignment pins. In order to be able to use identical mounting frames
for the two  grids, the mounting holes are offset with respect to the
symmetry axis of the grid.

Each grid is mounted onto a pair of macor isolators that is in
turn installed onto a stainless steel frame, as shown in Fig. 3. The
tension of the grid is set by the screws holding the macor blocks
onto the frame and is easily adjusted at the time of assembly. A
dedicated tensioning screw pushing the macor blocks apart was
found unnecessary for the sizes tested. A rounded edge of the macor
blocks allows each grid to have one end bent out of the way, so that
when the two frames are mounted against each other, the wires
are interleaved and the two grids are not shorted with each other.
For simplicity of fabrication, grids, macor blocks and frames are all
identical and assembled in a mirrored configuration. A picture of a
fully assembled and mounted gate is presented in Fig. 4.

The large extension of the gate body in beam direction pro-
tects the grids and acts as the beam dump if the gate is closed.
While stainless steel was used to fabricate the grids described here,
other metals can be used as well. Because of the intrinsically clean
construction materials (macor and stainless steel) a vacuum of
2 × 10−10 mbar was  achieved during all measurements.

3. Characterization

The presented large-area BN gate was installed at TRIUMF’s Ion
Trap setup for Atomic and Nuclear science (TITAN) [15]. The TITAN
setup consists of several ion traps and is dedicated to high precision
measurements of radioactive, short lived nuclei (see, e.g., [16–19]).
A schematic of the TITAN facility is presented in Fig. 5 indicating
the location of the BN gate. Radioactive isotopes are produced by
bombarding an ISOL type [20] target at the Isotope Separation and
ACceleration (ISAC) facility [3] with 500 MeV  protons. During typ-
ical operation, the BN gate is used to separate different isotopes
by their time-of-flight when ejected from the first ion trap within

2 The tolerances of metal sheet thickness and wire diameter are 10% and 13 !m,
respectively (Private communication with P. Engel, Newcut.) The wire diameter
cannot be smaller than the thickness of the metal sheet.
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Fig. 3. Exploded view of one half BN gate showing stainless steel mounting frame
structure, wire grid and mounting ceramics (top). A section view of the fully assem-
bled BN gate consisting of two  identical frame structures rotated by 180◦ to each
other corresponding to the two polarities (bottom).

the TITAN setup prior to injecting them into a Penning trap [21].
Furthermore, the BN gate is used to isolate ions with certain charge-
to-mass ratios q/m after charge breeding in an EBIT [19]. For highly
charged ions fast switching times are of particular importance to
separate different ion species with very similar q/m. A time-of-flight
spectrum of radioactive 76Rb in different charge states is shown in
Fig. 6 along with residual background contamination.

For the characterization presented here, a continuous beam of
singly charged 39,41K and 85,87Rb ions was extracted from a test
ion source through a radio-frequency quadrupole cooler trap, the
TITAN RFQ [14], at a beam energy of 3 keV. This beam was then

Fig. 4. A fully assembled BN gate with mounting bracket and electrical connections.
This particular gate had d = 1.1 mm wire spacing and a total aperture of 900 cm2.

Fig. 5. Schematic of the TITAN setup. For the characterization of the BN gate, the
RFQ was delivering a continuous beam of K+/Rb+ ions at an energy of 3 keV. The ion
beam was  delivered by the test ion source (TIS) [14]. MCP detectors and Faraday cups
(FC) can be moved into the beam line while the BN gate is installed permanently.
The  position of the MCP  detector used in the presented studies is indicated by a red
arrow. (For interpretation of the references to color in this figure legend, the reader
is  referred to the web version of the article.)

sent towards a micro-channel plate (MCP) ion detector [22]. The
BN gate was installed between the RFQ and the MCP  detector at a
distance of ∼1.35 m from the MCP  detector as illustrated in Fig. 5.
For this work, the gate was  generally closed and only switched to
transparent state (gate open) for a short, well-defined time !T.  The
voltage was  switched by two  solid state devices developed at TRI-
UMF. These switches were set up to output either the two voltages
Vpos and Vneg to block the beam, or 0 V to let ions pass through the
gate. The rise times at the output of the switches were ∼24 ns for
a voltage set of ±160 V. A TTL control signal was provided to the
switches by a Tektronix pulse generator (model AFG 3022B) with
a rise time of 18 ns. A synchronized TTL signal was then used to
trigger the data acquisition, a multi-channel scaler (MCS Stanford
Research SR 430). For the characterization of the gate, the ion’s time
of flight distribution was  recorded varying either the applied volt-
ages Vpos and Vneg or the opening time !T.  Typically, the ion’s time

Fig. 6. Time-of-flight distribution of charge-bred radioactive 76Rb (red spectrum).
The ion bunch was  extracted from the EBIT and detected with the same MCP detector
used for the characterization presented in this work. The background contamination
originating from the EBIT is also displayed (green spectrum). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of  the article.)

(a) (b) (c)

Figure 3.21: New design of BNG based on chemically etched wires. The
etched wires (a), the schematic of the BNG (b), and the fully assem-
bled BNG (c) are shown. Figures from [174].

beam. Hence, such a setup can be used as a TOF gate. The main advantage of a
BNG over deflection plates is its reduced capacitance and hence faster switching
time. Narrower TOF gates can be realized. Additionally, when the potentials on the
wire pairs are equal but of opposite polarity, the field alterations due to the BNG

are minimal and only extend spatially over lengths comparable to the wire spacing.
So, the ions which pass the BNG first after the gate is opened are less influenced
than in the case of deflector plates. As a drawback the transmission of an open
BNG is not unity because of the physical barrier the wires themselves represent.
The newly designed BNG [174] represents an advancement in the manufacturing
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of such a gate. In previous designs the wires were stretched over a frame which
is difficult to assemble and requires significant effort when changing to a different
wire spacing. These complications are overcome by chemically etched wires to
be used in the new BNG [174] as shown in Figure 3.21. A wire set is pictured in
(a), two of which are individually mounted on its frame (b) to form the BNG wire
structure.
The fully assembled BNG in (c) was inserted into the TITAN beamline downstream
of the steerer plate assembly which had been used at the TOF gate in the past (see
Figure 3.19). Its capacitance was ∼ 20 pF, and the bias voltages of the full setup
could be switched such that a 50 ns pulse width could be achieved. Typical widths
of TOF peaks were much longer than 50 ns. Thus, the BNG performance was well
suited for the purpose of a TOF gate. During the presented measurements, the TOF

gate was opened between 300-500 ns to let the Rb charge state of choice pass the
gate. For the wire sets in place, wires with a diameter of 51 µm were spaced 2.2
mm apart. This resulted in an approximate beam transmission of 95%. In this con-
figuration, the advantages offered by the BNG outweighed the losses in efficiency.

3.7 The measurement Penning trap

3.7.1 Motion of charged particles in a Penning trap

In a homogeneous magnetic field B, the Lorentz force ~F = Q · ~v × ~B directs a
charged particle of charge Q = q · e in a circular motion.1 The angular frequency
of this motion, called the cyclotron frequency, is

ωc =
QB

m
. (3.2)

It is linear inversely proportional to the mass, the quantity of interest, but inde-
pendent of the radius of the circular motion ρ. Considering an ion of charge state
q, mass number A, and of radial energy Eρ = 1 eV, the radius ρ is according to
Eρ = mω2

c · ρ2/2

ρ ≈ 1.4 · 10−4

√
A

q ·B[T]
m. (3.3)

Hence, even the heaviest atomic ions with Aq+ > 2501+ could be confined with a
magnetic field strength of 2 T to ρ ≈ 1 mm. However, such a magnetic field does
not restrict the ion motion along the field direction. If the axial motion contributes

1If not otherwise stated, the description of the ion motion in Penning traps follows the references
[5, 165, 176–178]
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Fig. 5. Electrode configurations of a Paul (a) and Penning trap (b, c), consisting of two end electrodes and a ring electrode with hyperboloidal (a, b)
or cylindrical shape (c). For charged particle storage a trap voltage with proper polarity is applied between the ring electrode and the end electrodes.

Fig. 6. Left: Radiofrequency quadrupole mass filter electrodes having hyperbolic cross-section. Right: Equipotential lines for a quadrupole field
generated with the electrode structure shown left.

3.2. Radiofrequency quadrupole and Paul traps

Paul and Steinwedel first described the linear radiofrequency quadrupole mass spectrometer (QMS), also named the
radiofrequency quadrupole mass filter (QMF) or ion guide, in 1953 [95,97]. This device provides two-dimensional ion
confinement and mass separation by oscillating electric fields. It was continuously improved and extended to three
dimensions [98,122] in the now-called Paul trap. Both are widely used in various branches of science. The principles
and applications of a quadrupole mass spectrometer are summarized in the textbook by Dawson [20].

An ideal quadrupolar geometry (see Fig. 6) is formed by four hyperbolic electrodes of infinite length with two
perpendicular zero-potential planes that lie between the electrodes and intersect along the center-line z-axis. For mass
analysis both a static electric (dc) potential and an alternating (ac) potential in the rf range are applied to the electrodes
of the linear Paul mass filter which is used, for example, in rest gas analysis or analytical chemistry [123]. The relative

end cap electrode

ring electrode

Figure 3.22: Schematics of a Penning trap. The hyperbolic shape of the elec-
trodes generates the electrostatic quadrupole potential of Equation 3.4.
Figure modified from [5].

to the energy with 1 eV, the axial velocity of va ≈ 1.4/
√
A · 104 m/s would move

the ion very rapidly out of a measurement region. To trap the ion along the mag-
netic field axis, a weak electrostatic field is superimposed to form a Penning trap.
For simplicity, this electrostatic potential is usually chosen to follow a quadrupole
form,

V (ρ, z) =
U

2d2
0

(
z2 − 1

2
ρ2
)
. (3.4)

In the cylindrical symmetry, ρ is the radial coordinate, ρ2 = x2 + y2. The ho-
mogeneous magnetic field shall be taken along the z-direction. The potential of
a quadrupole field has been illustrated already in Figure 3.9. An accurate forma-
tion of such a potential can be realized for instance by shaping electrodes along
equipotential surfaces. These are, according to Equation 3.4, two hyperboloids of
revolutions (see Figure 3.22). The potential difference between the one-sheeted hy-
perboloid (the ring electrode) and the two-sheeted one (the two end caps) is given
as

∆V = V (ρ = 0, z = z0)− V (ρ = ρ0, z = 0) =
U

2d2
0

(z2
0 +

1

2
ρ2

0). (3.5)

The characteristic trap dimension d0 is defined by

d2
0 =

1

2
(z2

0 +
1

2
ρ2

0) (3.6)
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such that the potential difference between the end caps and the ring electrode equals
U . The classical equations of motion of a charged particle in the trap are

ẍ = ωcẏ +
1

2
ω2
zx

ÿ = −ωcẋ+
1

2
ω2
zy

z̈ = −ω2
zz (3.7)

of which the axial motion is completely decoupled from the radial motion and
follows a harmonic motion with a frequency

ωz =

√
Q · U
md2

0

. (3.8)

Thus, Q · U > 0 must hold to form a confining force in axial direction. The radial
equations are most easily solved by combining the two coordinates x and y to the
complex u = x+ iy, which transforms the two coupled real differential equations
into one complex,

ü = −iωcu̇+
1

2
ω2
zu. (3.9)

Its general solution u = A+ exp(−iω+t) + A− exp(−iω−t) is governed by the
two angular eigenfrequencies2

ω± =
ωc
2
±
√
ω2
c

4
− ω2

z

2
. (3.10)

The angular frequencies are tied to each other by the following relationships.

ωc = ω+ + ω−
ω2
c = ω2

+ + ω2
− + ω2

z

2ω+ω− = ω2
z . (3.11)

For ωc <
√

2 · ωz , ω± becomes complex which implies a real exponent in the
exponential in u. Hence, the ion would not be confined radially. This condition for

2Angular (ωx) and ordinary frequencies νx = ωx/(2π) are often interchanged in the following
text. While formal treatments are more conveniently expressed by ωx, the ordinary frequencies νx
are preferred from an experimental viewpoint.
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ion trapping translates to

|U [V]|
B[T]

. 102 · |q|
A
· (d0[mm])2. (3.12)

A confinement even within 1 mm3 can be accomplished when employing a strong
magnetic field in combination with a weak electrostatic potential. At the limit
of the trapping condition, the two radial eigenfrequencies are identical, ω+ = ω−.
Penning traps are usually operated well below this limit ( ωc �

√
2·ωz) to establish

a hierarchy in all three eigenfrequencies

ω+ � ωz � ω−. (3.13)

A Taylor expansion of Equation 3.10 under this condition allows the radial eigen-
frequencies to be expressed as

ω+ ≈ ωc −
ω2
z

2ωc

ω− ≈ ω2
z

2ωc
. (3.14)

Because of these relationships, ω+ is known as the reduced cyclotron frequency.
Due to the influence of the superimposed electrostatic quadrupole field, the cy-
clotron motion in the magnetic field is slightly reduced in its angular frequency
from ωc in a pure magnetic field to ω+ in the Penning trap. The radial eigenmotion
at ω− is best understood by considering a drift velocity ~vd = ~E × ~B/B2. Because
of the cross product with ~B, it is a radial vector but depends on the radial position
~ρ. For a charged particle at velocity ~vd in the Penning trap, the force in radial di-
rection would vanish because ~F = Q · ( ~E + ~vd × ~B) = QEz ẑ. Here, ẑ is the
unit vector along the z-axis. Analogously to the principle of a Wien velocity filter,
the charged particle is unaffected by the electric and magnetic fields and the drift
velocity ~vd is unchanged. When we look more closely at ~vd

~vd =
~E × ~B

B2
=

ω2
z

2ωc
~ρ× ẑ ≈ ω−~ρ× ẑ, (3.15)

~vd can be identified as the velocity vector of the radial motion characterized by
ω−. Hence, its associated motion can be seen as an E × B drift motion. Again
in analogy to the velocity filter, which works irrespective of the charged particle’s
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2.5. The mass measurement Penning trap

With the ansatz u ∝ e−iω±t+α± , one finds the two radial eigenfrequencies

ω± =
ωc

2
± ωc

2

�
1 − 2ω2

z

ω2
c

(2.18)

and the following parametric equations for x(t) and y(t)

u(t) = r+e−iω+t + r−e−iω−t (2.19)

x(t) = r+ cos (ω+t) + r− cos (ω−t) (2.20)

y(t) = −r+ sin (ω+t) − r− sin (ω−t) (2.21)

where we set the phases α+ = α− = 0 to simplify the expression. Equation (2.20)
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Figure 2.11: Example curve of the epitrochoid motion of an ion in a Penning
trap, with parameters: r− = 1 mm, r+ = 0.2 mm, ω− = 1 s−1 and ω+ = 20
s−1. See text for details.

and (2.21) correspond to the parametrization of an epitrochoid. An example
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U(ρ,z)=
U0

4d2

(
2z2−ρ2

)
.(4)

ThecharacteristictrapdimensiondforaPenningtrap
withhyperbolicalelectrodesisdefinedas

4d2=(2z2
0+ρ2

0),(5)
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estdistancebetweenthetwoendcaps(seefig.4).
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Figure 3.23: Schematics of the motion of a positively charged particle in a
Penning trap. The motion consists of three harmonic eigenmotions,
one in the axial direction with an angular frequency ωz and two in
the radial directions with frequencies ω±. While (a) is an illustration
of the three dimensional motion, (b) is its projection onto the radial
plane. See text for details. Figures are modified from [131] and [146].

mass or charge, ω− is (approximately) independent of m/q,

ω− ≈
ω2
z

2ωc
=

U

d2
0B

. (3.16)

Strictly speaking, all of this is only true at one specific position ~ρ since ~vd is a
function of ~ρ. Hence, there has to be a non-vanishing time derivative on ~vd in the
radial direction once the particle leaves the specific ~ρ, where the statement of a
vanishing radial force is exact. The reason why it is a good approximation is due to
the fact that ω− is small, and its associated radial eigenmotion known as magnetron
motion is slow.
The general motion in a Penning trap can be described as the combination of the
three eignmotions. An example of a trajectory of a positively charged particle is
shown in Figure 3.23. The total energy of the charged particle in the trap is

E = Ekin + Epot =
1

2
mz2

max +m(ω+ − ω−) · (ρ2
+ω+ − ρ2

−ω−) (3.17)
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where zmax and ρ± are the amplitudes and radii of each eigenmotion. The radial
contributions to the total energy are

Eρ,kin =
1

2
mv2

ρ =
1

2
m

[
ρ2

+ω
2
+ + ρ2

−ω
2
− + 2ρ+ρ− cos

(
(ω+ − ω−)t+ φ+ − φ−

)]

Eρ,pot = QV = −1

4
mω2

z

[
ρ2

+ + ρ2
− + 2ρ+ρ− cos

(
(ω+ − ω−)t+ φ+ − φ−

)]
.

(3.18)

Owing to the hierarchy of the involved frequencies (ω+ � ωz � ω−) the kinetic
term associated with the reduced cyclotron motion dominates over the potential
part. For the magnetron motion the opposite is true. The radial potential of the
quadrupole field is negative. Hence, the larger the magnetron radius ρ− the smaller
its energy. The magnetron motion is strictly speaking unstable. While any dissi-
pative energy loss damping the axial or reduced cyclotron motion forces the ions
closer to the trap centre, a lower energy for the magnetron motion pushes the ions
to larger and larger radii until the ions are lost from the trap, i.e. hit an electrode.
The damping times in UHV are much longer than the ions are trapped for these
experiments and, thus, the instability of the magnetron motion is irrelevant for any
of the mass measurements at TITAN. Of key importance for the mass measurement
technique employed at TITAN is that the energy of a cyclotron motion with radius
ρ+ = ρ0 is significantly larger than a magnetron motion with the same radius
ρ− = ρ0.

Quantum mechanical description

The motion of a charged particle in a Penning trap can be quantized [176, 178] by
formulating the Hamiltonian in canonical coordinates and momenta and replacing
the classical Poisson brackets by the quantum-mechanical commutator relations.
The Hamiltonian can be expressed by means of annihilation and creation operators
or equivalently by the number operator n̂ = a+a for the three eigenmotions.

H = ~ωz(n̂z +
1

2
) + ~ω+(n̂+ +

1

2
)− ~ω−(n̂− +

1

2
) (3.19)

Among these three harmonic oscillators, the magnetron motion is inverted, i.e.
the larger the quantum number n− the smaller the energy. This is reflected in
the previous discussion for the classical magnetron motion of lower energy for
larger magnetron radii. TITAN’s MPET is at room temperature. Assuming that the
ions were in thermal equilibrium with their surrounding, their energy would be
E = kBT ≈ 25 meV. Since ω+ is the largest of the three eigenfrequencies, we
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expect the reduced cyclotron motion to be in quantum states

n+ ≈
E

~ω+
>

E

~ωc
≈ A

q ·B[T]
· 6 · 104. (3.20)

The typical energy spread of ions extracted from the RFQ is in the range of a few eV.
Hence, the classical description of the ion motion in the Penning trap will be suf-
ficient for our purposes. However, the quantum mechanical treatment of creation
and annihilation operators can provide an intuitive explanation of ion excitation by
means of RF fields [113, 178], which will be discussed later.

3.7.2 The Fourier-transform ion-cyclotron-resonance method
To determine the mass of an ion in a Penning trap, the cyclotron frequency ωc is
to be measured. However, ωc is not an eigenfrequency of any eigen motion and
cannot be measured directly. Penning traps for stable nuclides often take advan-
tage of ω2

c = ω2
+ + ω2

− + ω2
z (Equation 3.11), a relation known as the Brown-

Gabrielse invariance theorem [176]. In the technique called Fourier-Transform
Ion-Cyclotron-Resonance (FT-ICR) [179], the image currents induced by the mo-
tion of the ions in electrodes of the Penning trap are detected. In a Fourier analysis
of these signals the three eigenfrequencies can be determined and by utilizing the
Brown-Gabrielse invariance theorem ωc, is obtained. Variations of this approach
can achieve very high precision. For instance TITAN’s mass measurement of 6Li
[124] has been confirmed and improved by such a measurement at Florida State
University (FSU) [180] by over one order of magnitude to ≈ 0.2 PPB. Moreover,
mass comparisons of singly charged molecules and atoms with relative accuracies
below 10−11 have been reported [181, 182]. Despite its appeal by means of the
achievable precision, the FT-ICR method is generally not applicable for radioac-
tive nuclides because of its extended measurement time which is in conflict with
short half-lives. The exception to this statement is found for mass measurements of
super-heavy elements or other special cases (e.g. the double magic nuclide 100Sn),
where half-lives in the order of seconds are combined with very low production
yields (∼1 ion per minute or less). To take full advantage of few low numbers of
ions available, the non-destructive character of the FT-ICR method might be advan-
tageous over the destructive Time-Of-Flight Ion-Cyclotron-Resonance (TOF-ICR)
technique discussed next. FT-ICR Penning traps for longer-lived, but ultra low yield
nuclides are currently being built (e.g. [183]). To date, however, all Penning trap
mass spectrometers at radioactive ion beam facilities utilize the TOF-ICR method.
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3.7.3 Quadrupole excitations and the time-of-flight
ion-cyclotron-resonance method

In the TOF-ICR [184, 185] the cyclotron frequency ωc is determined by coupling
the two radial frequencies ω+ + ω− = ωc through the application of an external
azimuthal quadrupole RF- field,

Vrf = −V0,rf

2a2
cos (ωrft+ φrf)x · y. (3.21)

V0,rf is the amplitude of the RF-field at a radius a. The angular frequency and
phase of the RF-field are ωrf and φrf , respectively. Under the influence of such
an RF-field magnetron motion is converted into reduced cyclotron motion and vice
versa. Details of the general, classical ion motion and the technique are derived
in [185]. In our measurement the ions are prepared on a pure magnetron orbit at
the beginning of the measurement, ρ−(t = 0) = ρ0 and ρ+(t = 0) = 0. The
axial motion is minimized. Since it is irrelevant for the measurement principle it is
ignored for the moment. Assuming these initial conditions, the amplitudes of the
radial motions evolve owing to the RF-field according to

ρ−(t) = ρ0

(
cos(ωBt) +

1

2

i(ωrf − ωc)
ωB

sin (ωBt)

)
· ei 12 (ωrf−ωc)t

ρ+(t) = −1

2

ρ0k0e
−i∆φ

ωB
sin (ωBt) · ei

1
2

(ωrf−ωc)t (3.22)

with

ωB =
1

2

√
(ωrf − ωc)2 + k2

0 (3.23)

k0 =
V0,rf

2a2

Q

m

1

ω+ − ω−
. (3.24)

∆φ is the difference between the phases of the RF, the magnetron and the reduced
cyclotron motion. For simplicity, we set all phases to zero. It is important to
note that phase independent results are only obtained for the initial conditions of
ρ−(t = 0) = ρ0 and ρ+(t = 0) = 0 [178]. In the case when ωrf = ωc, the
amplitudes turn into

ρ−(t) = ρ0 cos
(k0t

2

)

ρ+(t) = ρ0 sin
(k0t

2

)
. (3.25)
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The quadrupole RF-field results in a beating between the two radial eigenmotions.
For those times when there is a pure reduced cyclotron or pure magnetron motion,
the ion revolves along the same circular radius, ρ+,max = ρ−,max = ρ0. Consider-
ing the absolute values | ρ± |, the period of one full conversion from and back to
pure magnetron motion is

T =
2π

k0
=
πa2

V0,rf

m

Q
· (ω+ − ω−) =

πa2B

V0,rf

√
1− 2ω2

z

ω2
c

. (3.26)

Assuming the hierarchy in the angular frequencies, the last expression can be ex-
panded to

T ≈ πa2B

V0,rf

(
1− ω2

z

ω2
c

)
=
πa2B

V0,rf

(
1− mU

QB2d2
0

)
. (3.27)

Thus, the period is mass and charge independent except for the small term

mU

QB2d2
0

= 10−4 A · U [V]

q(B[T] · d0[cm])2
. (3.28)

In order to convert an initially pure magnetron motion into pure cyclotron motion,
the product of RF-amplitude and the time Trf , which the RF-field is applied for, has
to be a certain constant:

k0 =
π

Trf
⇒ V0,rf · Trf = const. (3.29)

Since ω+ � ω−, the radial (kinetic) energy is dominated by the reduced cyclotron
motion, Eρ ≈ m/2 · ρ2

+ω
2
+. A conversion between the two radial energies leads

to a drastic change in kinetic energy, i.e. a gain from starting in pure magnetron
motion. For the product V0,rf · Trf at which the initial magnetron motion is fully
converted into reduced cyclotron motion, the radial energy is maximal. Hence,
the radial energy is an indication for the degree of conversion between the radial
motions. In general, the radial energy is, according to Equation 3.25, proportional
to

Eρ ∝
sin2 (ωBTrf)

ω2
B

. (3.30)

For k0 · Trf = π (one full conversion when ωrf = ωc) one obtains

Eρ = E0
sin2 (π/2 ·

√
1 + (2∆νrfTrf)2)

1 + (2∆νrfTrf)2
(3.31)

when introducing the detuning frequency ∆νrf = (ωrf − ωc)/(2π). Figure 3.24a
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Figure 3.24: Calculated radial energy of an ion after the application of a
quadrupole RF- field for a time Trf = π/k0 at an angular frequency
ωrf = ωc + 2π∆ν. (a) The full conversion is compared to an under-
converted (δ = −0.3) and an over-converted (δ = 0.3) case. (b) The
shape of the Eρ- function is compared to the Fourier transform of a
pulse of a scalar wave of the same duration.

displays the radial energy after the RF-field is applied as a function of the detuning
function and Trf . A pronounced maximum is found for ∆νrf = 0, hence ωrf =
ωc, because the initial magnetron motion is fully converted into reduced cyclotron
motion. For all other ∆νrf some magnetron motion remains. Hence, for ∆νrf 6= 0
the reduced cyclotron motion has not reached its full amplitude ρ+ = ρ0, and the
radial energy is smaller. Consequently, the frequency of the RF-quadrupole field
causes a resonance at the true cyclotron frequency ωc, which can be detected by
the change in energy of the ion in the Penning trap.
Figure 3.24a motivates the following measurement principle. Ions from an ion
species whose mass is to be determined are injected into the Penning trap and
prepared with initial magnetron motion. Then, a quadrupole RF-field is applied at
a certain frequency ωrf for a time Trf . At the end of the RF-field the energy of
the ion is determined. Repeating these steps for several ωrf , a resonance curve as
a function of ωrf is obtain from which ωc of the ion, and thus its mass, can be
calculated, when B and q are known.
Before discussing howEr is measured experimentally, a few more details about the
ion excitation with an azimuthal quadrupole RF-field are mentioned. The excitation
time Trf enters into the shape of the energy distribution twice (Equation 3.30),
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firstly through ∆ν · Trf and secondly via k0 in ωB because the product of k0 · Trf

dictates the amount of conversion when ωrf = ωc. Experimentally, this is tuned by
an optimal value of V0,rf · Trf (Equation 3.29). According to Equation 3.28, this
condition is only approximately mass and charge independent. If we introduce a
deviation δ from the exact condition k0 ·Trf = π ·(1+δ)1/2, then, the radial energy
of Equation 3.31 is modified to

Eρ = E0(1 + δ) · sin2 (π/2 ·
√

1 + δ + (2∆νrfTrf)2)

1 + δ + (2∆νrfTrf)2
. (3.32)

The radial energies with δ = ±0.3 are also shown in Figure 3.24a. As the ion mo-
tion is either under- or overconverted, the amplitude of the cyclotron motion is not
maximized for ∆νrf = 0. Instead, some magnetron motion is present. In conse-
quence, the radial energy at ∆νrf = 0 is reduced. However, the detuning frequency
∆νrf enters into Eρ in quadrature and the maximum at ∆νrf = 0 persists. Hence,
slight deviations of the condition for full conversion k0 ·Trf = π · (1 + δ)1/2 might
cause a reduction in the measurement signal, but do not affect the position of the
resonance at ωrf = ωc. The m/Q dependence at the ∼ 10−4 level in k0 · Trf is
orders of magnitude larger than the aimed precision for the mass measurement, but
does not matter for a measurement of ωc. This is a general feature of this measure-
ment technique. Not everything in the setup has to be controlled or measured at the
accuracy level of the mass measurement itself. Critical for the mass measurement
is the accuracy in the determination of ωc only.
The cases of δ = ±0.3 in Figure 3.24 are extreme cases to illustrate the behaviour.
In reality, δ is much closer to zero, and the reduction in Eρ for ωrf = ωc is negligi-
ble for the measurement sensitivity.
The over-conversion with δ = 0.3 cannot only be seen in a smaller radial energy at
∆ν = 0, but also in the maxima on either side of the main maximum (Figure 3.24).
In the scenario of an over-conversion their heights are increased compared to the
full conversion. For under-conversion the opposite holds. The reason for these
additional maxima or so-called side-bands is due to the square-wave pattern of the
amplitude of the quadrupole RF- field, V0,rf = VA,rf · Θ(t) · Θ(Trf − t). Θ(t)
is the Heaviside step function in time t. A Fourier transform of a scalar wave
s = exp(−iω0t+ φ) ·Θ(t) ·Θ(Trf − t) for example results in an intensity profile
in frequency space of

I(ω) =| S̃(ω)|2 =
sin2 (π/2∆νTrf)

(∆νTrf)2
(3.33)
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with ∆ν = (ω − ω0)/(2π), whose analogy to Equation 3.31 is apparent. It is
plotted normalized to the radial energy profile in Figure 3.24b. The width of the
energy profile is in fact narrower than the Fourier transform of the scalar wave.
When expanding Equation 3.31 in a Taylor series, an approximation of the line
width of

∆ν(FWHM) ≈ 0.8

Trf
(3.34)

is found. Hence, the longer the observation time the more narrow the line profile
and the more precise the measurement.

Quantum mechanical description

In [178]3, the RF-quadrupole field Equation 3.21 is quantized by the previously
introduced creation and annihilation operators of the radial motions.

Q · Vrf ∝ e−i(ωrf t+φrf) ·
(
a+2

+ + a2
− + 2a+

+a−
)

+ h.c. (3.35)

The first term is responsible for the creation of two quanta of reduced cyclotron
motion when a photon with an energy ~ωrf ≈ 2~ω+ from the RF- field is ab-
sorbed. Analogously, the second term could remove two quanta of the magnetron
motion. Since the magnetron motion is an inverted, harmonic motion this requires
additional energy which is due to an absorbed photon of E = ~ωrf ≈ 2~ω−.
Finally, the last term is responsible for the conversion of magnetron motion into
reduced cyclotron motion as one of the latter quanta is annihilated while a for-
mer quantum is created. A photon of the RF- field of energy E = ~ωrf ≈ ~ωc
is absorbed. This is the part of the quadrupole excitation which is used for the
mass measurement. Thus, the formalism provides an intuitive understanding of the
quadrupole RF- field and how it leads to a conversion between the two radial eigen-
motions. Furthermore, energy conservation through the creation and annihilation
of respective quanta from the undisturbed Hamiltonian Equation 3.19 and the rela-
tion ωc = ω+ +ω− explains why the resonance of the quadrupole excitation occurs
at ωrf ≈ ωc.

The measurement of Eρ via TOF

The previous sections outlined how an azimuthal quadrupole RF-field induces a
resonant net gain in energy for ωrf ≈ ωc, which allows the determination of ωc =
QB/m. The measurement of the radial energy to map out the resonance has yet to

3Note that the x − y coordinate system of [178] is rotated by 45o compared to [185] and Equa-
tion 3.21.

108



2.5. The mass measurement Penning trap

Figure 2.14: Axial Bz magnetic field strength and kinetic energy related
to the radial motion Er as a function of the distance from the trap centre.
Shown on top is a schematic of the ion optics between the trap and MCP
detector.

In a typical cyclotron frequency measurement, the ions are excited at a
fixed frequency νRF for a given time and then released from the trap. The
time-of-flight of the ions from the trap to the MCP detector is recorded.
This procedure is repeated while varying νRF within the vicinity of the
expected νc and the TOF spectrum is obtained (figure 2.15). The cyclotron
frequency is determined by fitting the expected line shape to the spectrum.
The following analytical expression for the TOF [Kon95]:

T (νRF ) =

� z1

z0

�
M

2 · [E0 − q · V (z) − µ(νRF ) · B(z)]

�1/2

dz (2.45)

is used to describe the line shape.

2.5.5 The mass determination

The mass m of the trapped ion is determined from the measurement of its
cyclotron frequency νc:

M =
1

2π

qB

νc
. (2.46)

56

Figure 3.25: Radial energy (black) and magnetic field (blue) along the ion
extraction path. The top shows a schematic of the ion optic compo-
nents. After the extraction of the ion bunch from TITAN’s MPET, radial
energy is converted in the magnetic field gradient into axial energy.
Thus, the TOF from MPET to a MCP detector provides a measure of the
radial energy of the ions in MPET. Figure from [146].

be explained. This is done by a Time-Of-Flight (TOF) measurement of the excited
ion extracted from the Penning trap to an MCP detector. Along the extraction path
(Figure 3.25), the ions are transported from the strong and homogeneous magnetic
field at the trap to the (quasi-) field-free region where the MCP detector is located.
While in the homogeneous magnetic field, the circulation of an ion around the
magnetic field axis generates a magnetic moment ~µ. Hence, the radial energy Eρ
can be expressed as an interaction of the magnetic field with the magnetic moment.

Eρ = U = ~µ · ~B (3.36)

which defines the magnetic moment as

~µ =
Eρ(ωrf)

B
· ẑ. (3.37)
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It was established above that the radial energy, and thus the magnetic moment as
well, depends on the angular frequency of the external quadrupole RF- field. Once
in the magnetic field gradient, an axial force given by

~F (ωrf , z) = −∇
(
~µ(ωrf) · ~B

)
= −Eρ(ωrf)

B
∂zBz ẑ (3.38)

transforms the radial energy of the ion into axial energy (Figure 3.25), which is
measured by the TOF of the ion from the trap to the detection MCP. The analytic
expression for the TOF to the MCP detector is [185]

T (ωrf) =

∫ z1

z0

dz

(
m

2 | E0 −Q · V (z)− µ(ωrf) ·B(z) |

) 1
2

(3.39)

where E0 is the initial (axial) energy. V (z) and B(z) are the electric potential and
the magnetic field along the TOF path.
The sequence for a measurement, then, is as follows. Each ion bunch is injected
into the Penning trap and prepared with pure magnetron motion. A quadruple RF-
field is applied at νrf near νc. After the RF-excitation, the gain in radial energy
is measured by the TOF to a detector outside of the magnetic field. When plot-
ted as a function of the applied RF- frequency, a TOF resonance is obtained like
in Figure 3.26. The maximized radial energy for νrf = νc is seen as a minimum
in TOF. The axial energy and its spread of the ions when injected into MPET as
well as background counts at the MCP can reduce the signal-to-baseline ratio, i.e.
the difference between the observed minimum and the maximum in the TOF res-
onance in comparison to the uncertainty in the TOF. This ratio can be improved
by collecting data in the form of multiple ion bunches at each νrf . In practice, one
chooses a frequency scanning range νs ≤ νc ≤ νe before a measurement run. A
frequency scan over this frequency range consists of n ion bunches (typically 41
or 21 at TITAN). For each ion bunch, a different νrf = νs + i · (νe − νs)/(n − 1)
with i = 0, 1, ..., (n − 1) is applied, and the corresponding TOF is measured. A
measurement run is composed of several frequency scans (refer also to Figure A.7).
Based on these data, the averaged TOF of ions from the MPET to the MCP detector
is calculated as a function of the applied νrf .

Damping of the ion motion

Interaction of the charged particles with the residual gas in the Penning trap can
lead to a damping of the ion motion [185]. The damping arises from the polariza-
tion of the residual gas atoms in the presence of the ion(s). The averaged damping
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Figure 3.26: Example for a measurement of a resonance curve for the TOF-
ICR method. Ion bunches of stable 85Rb+9 are injected in the TITAN

MPET, where for each ion bunch a fixed quadrupole RF- frequency νrf

is applied for a time Trf = 97 ms. The conversion of initial magnetron
into reduced cyclotron motion is measured via TOF when an ion bunch
is extracted from the MPET after the application of the RF- field. The
minimum in TOF corresponds to the true cyclotron frequency νc =
1/(2π) · mB/Q. The fit (solid red line) is based on the theoretical
line-shape Equation 3.39 as derived in [185].

force on an ion motion can be described by

~F = −δ ·m · ~v. (3.40)

The damping parameter δ is expressed as

δ =
Q

m

1

Mion

p/pN
T/TN

(3.41)

in relation to a normal pressure pN and temperature TN . The damping is propor-
tional to Q/m and will thus play a larger role for HCI. The reduced ion mobility
Mion is a coefficient which depends on ion species and the residual gas [186]. Mion
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can be determined from the drift velocity of ions through a certain gas (at pN and
TN ). The drift velocity is a result of the balance in forces between an applied
electric field E and the damping and hence

vd = Mion · E. (3.42)

As mentioned earlier, a damping force will reduce the amplitude of the cyclotron
motion, but increase the magnetron motion. The effect of the damping is folded
into the theoretical resonance line shape in [185]. The maximal radial energy is
reduced by the damping which results in a less pronounced TOF minimum. Addi-
tionally, the width of the resonance is broadened. The expression of the damping
parameter in Equation 3.41 indicates which experimental conditions have to be
addressed in order to minimize damping. An improved base pressure in the vac-
uum system not only makes the influence of damping less severe, but also reduces
charge exchange between HCI and the neutral atoms from the residual gas. A good
vacuum system is consequently a prerequisite for mass measurements of HCI to
minimize damping and charge exchange (see Section 3.7.8).
The measurements (mostly with q = 8, 9+) of this work did not exhibit signs
which could be unambiguously linked to damping. But cyclotron resonances dur-
ing a later experiment with neutron-rich Rb and Sr- isotopes with q = 15+ [187]
were broader than the expected width based on Equation 3.34. Although it is not
entirely resolved yet whether this is caused by damping, the inclusion of the damp-
ing into the fitting function can compensate for the wider resonance. Hence, a
fitting function including damping was always employed for the present analysis
(Section 4.2).

Achievable measurement precision

Following Equation 3.34, the width in the resonance is inversely proportional to the
time Trf of the RF-application. The (mass) resolving power R can be formulated
to be

R =
∆m

m
=

∆ν

νc
∝ 1

νc · Trf
. (3.43)

Inserting the expression for the cyclotron frequency νc = 1/(2π) · QB/m, one
obtains

R ∝ m

Q ·B · Trf
(3.44)
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for the resolving power. Finally, the achievable precision δm/m is improved by
statistics, hence the number of ions in the measurement Nions.

δm

m
∝ R√

Nions
∝ m

Q ·B · Trf

√
Nions

. (3.45)

This is Equation 2.89 whose implications have been discussed in Section 2.9.
The proportionality constant between the achievable precision and m/(Q · B ·
Trf

√
Nions) is a quality factor of the resonance which is trap-dependent. The in-

dividual parameters depend on various aspects. In the area of radioactive ion re-
search, the number of ions, owing to the radioactive decay, is also a function of
the excitation time and the nuclide’s half-life, Nions = N0 · exp [−Trf ln 2/T1/2].
The depth of the trap U (U = 35.75 V in the present work) is for SCI in most
cases low enough that ions would leave the trap due to the recoil following a β-
decay. For HCI, the energy required for an ion to be expelled from the trap axially
can be much larger because of the charge state dependence of the effective trap
potential, E = Q · U . In this case, the daughter may remain trapped although
with a much higher axial energy. Assuming that the number of surviving ions after
the RF-excitation period in a measurement run is large enough to unambiguously
record a TOF resonance, the best precision is achieved with an excitation time of
Trf = 2 · T1/2/ ln 2 ≈ 2.9 · T1/2.

3.7.4 The Ramsey excitation scheme
A variation of the quadrupole excitation is the Ramsey method of separated oscil-
latory fields. The original idea is from N.F. Ramsey [188] [189] [190] who pro-
posed the technique for the molecular-beam magnetic resonance method. It was
first introduced to Penning trap mass spectrometry in 1992 [191]. Penning trap
measurements based on the same concept have been performed [114, 192], but
for the TOF-ICR technique it took until 2007 when a sound theoretical foundation
was established [178, 193]. Other studies of the same approach are published in
[194–196]. [197] discusses the effect of damping on the Ramsey technique. The
basic idea of the Ramsey method of separated oscillatory fields is to apply the RF-
field in well defined pulses instead of continuously. Figure 3.27 illustrates different
excitations schemes that are typically applied in Ramsey TOF-ICR methods. As de-
scribed in Section 3.7.3, during a normal quadrupole excitation the ions are driven
by a continuous RF-field for the whole excitation time Trf = τ ,

Vrf ∝ A1 cos(ωrf · t+ φrf) ·Θ(t) ·Θ(τ − t). (3.46)
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Fig. 4. Excitation schemes: (a) standard excitation, (b) excitation with two
100 ms Ramsey pulses, (c) excitation with three 60 ms Ramsey pulses, and
(d) excitation with four 40 ms Ramsey pulses. Here is τ = 2 · τ1 + τ0. In the
following, τ1 is the duration of one excitation period and τ0 is the duration of
one waiting period. The excitation amplitude is chosen in a way that at νc one
full conversion from pure magnetron to pure cyclotron motion is obtained. Thus,
the sum of the grey colored areas is identical in all four schemes.

and computing the time development of the radius of modified
cyclotron motion:

R2
+(τ) = 4g2

ω2
R

sin2
(ωR τ

2

)
· R2

−(0) = F1(δ; τ, g) · R2
−(0).

(10)

With respect to time the shape of the excitation pulse is rectan-
gular. Thus, in frequency space it is expected that the excitation
resembles the intensity (i.e., the modulus squared) of the Fourier
transform of a rectangular profile, namely (4g2/δ2) sin2(δτ/2).
The actual lineshape, however, differs in two important respects
from this Fourier transform: (a) at resonance (δ = 0) it is
a periodic function of τ, describing the periodic conversion
and reconversion of the magnetron and modified cyclotron
modes, F1(δ = 0; τ, g) = sin2(πτ/τc), whereas the intensity of
the Fourier transform increases proportionally to τ2. (b) The
central peak is actually narrower than for the Fourier transform
of a rectangle. This can be deduced from the position δ0 of
the zero that separates the central peak from the first satellite
peak, (δ0τc)2 = 3π2 as compared to (δ0τ)2 = 4π2 for the Fourier
transform of the rectangle, assuming τ = τc.

2.2.2. The two-pulse excitation scheme and more general
schemes

Although it is not obvious on first sight, a close formal anal-
ogy exists between nuclear magnetic resonance on the one hand
and the interconversion of the magnetron and cyclotron motional
modes of an ion in a Penning trap due to quadrupole excitation
on the other hand. This was shown in [11] using the concept of
a Bloch vector. It is therefore reasonable to expect that the use
of Ramsey’s method of separated oscillatory fields will lead to
increased precision in mass spectrometry too.

A symmetric n-pulse Ramsey cycle of a total duration τtot
consists of n excitation intervals of duration τ1 with (n − 1)

waiting intervals of duration τ0 in between, so that the total
cycle time is τtot = nτ1 + (n − 1)τ0. Note that the n excitation
pulses of the rf-quadrupole field must be coherent in phase.

Assuming that the ion is initially in a state of pure magnetron
motion, the probability for the conversion of magnetron quanta
into quanta of the cyclotron motion by a two-pulse Ramsey cycle
with detuning δ = ωd − ωc has been calculated to be

F2(δ; τ0, τ1, g) = 4g2

ω2
R

{
cos

(
δτ0

2

)
sin(ωRτ1)

+ δ

ωR
sin

(
δτ0

2

)
[cos(ωRτ1) − 1]

}2

. (11)

This result and analogous ones for Ramsey excitation cycles
with 3–5 pulses can be found in [11]. If the frequency of
the quadrupole field equals the cyclotron frequency νc and
the amplitude of the field is chosen such that the n excita-
tion intervals exactly add up to the conversion time τc, i.e., if
the coupling constant g satisfies the relation nτ1 = τc = π/2g,
then the profile function (11) reaches the value 1 at resonance,
F2(δ = 0; τ0, τc/2, g) = 1.

An elementary derivation of the two-pulse profile function
F2 in Eq. (11) is possible by applying Eqs. (5)–(7) three times
successively to the time intervals 0 ≤ t ≤ τ1, τ1 ≤ t ≤ τ1 + τ0,
and τ1 + τ0 ≤ t ≤ 2τ1 + τ0 = τtot, with the initial condition
α+(0) = 0 and arbitrary α−(0), in order to compute the endpoint
of the time development of the radius of the cyclotron motion,
R+(τtot). The first calculation yields the initial values α±(τ1) for
the waiting period, the second calculation with g = 0 yields the
phase change during the waiting period and thus the initial val-
ues α±(τ1 + τ0) for the second excitation period, the third step
finally results in α±(2τ1 + τ0) = α±(τtot) and thus in a result for
the final radius of the cyclotron motion R+(τtot). Note that χd in
Eqs. (5) and (6) has to be replaced in the second and third step
by the corresponding phases of the quadrupole field, ωdτ1 + χd
and ωd(τ0 + τ1) + χd, respectively. The final result is

R2
+(τtot) = F2(δ; τ0, τ1, g) · R2

−(0). (12)

The time development of the ion orbit during the two excitation
periods is shown in Fig. 3(a and b), during the waiting time the
ion follows a rosette shaped orbit.

Plotting the profile function (11) with a fixed value of the wait-
ing time τ0 as a function of the detuning δ one obtains the spectral
lineshape of the two-pulse Ramsey cycle. It bears a resemblance
to the Fourier transform of a signal consisting of two rectangular
pulses, but as for a single pulse there are important and character-
istic differences. Lineshapes for higher order Ramsey cycles are
calculated in an analogous fashion using the results of [11]. In
Fig. 5, generic results are displayed for n = 1, 2, 3, 4, assuming
a total cycle time τtot = 300 ms and τ1 = τc/n for all excita-
tion schemes. Note that with the n-pulse excitation scheme a
spectral distribution is obtained in which the valley between the
first major sideband and the central peak contains (n − 2) small
peaks, while the distance between the first major sideband and
the central peak increases with n.

Figure 3.27: Amplitudes of the quadrupole excitation in a conventional ex-
citation scheme as discussed in Section 3.7.3 (a) compared the ampli-
tudes in Ramsey excitation schemes. (b) represents a two-pulse mode
in which the RF- field is applied in two pulses of duration τ1 which
are separated by a waiting period of time τ0. (c) and (d) are three- and
four- pulse excitations. Figure from [194].

For a two-pulse Ramsey scheme, the RF-field is only applied in two pulses each
of duration τ1. The pulses are separated by a waiting period τ0 with a summed
duration of Trf = 2 · τ1 + τ0 (see Figure 3.27b).

Vrf,2−pulses ∝ A2 cos(ωrf ·t+φrf)·
[
Θ(t)·Θ(τ1 − t)+Θ(t− Trf + τ1)·Θ(Trf − t)

]
.

(3.47)
To understand why the Ramsey technique is an appealing extension to the nor-
mal quadrupole excitation it is helpful to consider the Fourier transform of the RF-
fields. In Section 3.7.3, we have already seen the close relationship between the
Fourier transform and the exact description of the ion motion under the influence
of the RF-field. Figure 3.28 compares Equation 3.46 and Equation 3.47 by means
of the amplitudes, the actual RF-field, and the respective Fourier transform. From
the perspective of precision experiments the most important advantage between
the two excitation schemes is the reduction in the line width which facilitates a
significant gain in experimental precision. To see this narrower line width better,
the extreme case of τ1 = Trf/1000 is contrasted to the normal quadrupole excita-
tion in Figure 3.29. In order to obtain the same strength in the intensity profile the
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Figure 3.28: Comparison of a one-pulse excitation scheme (‘normal quad.’)
compared to a two-pulse Ramsey excitation (‘Ramsey’). In (a), the
amplitudes of the respective excitation are displayed over time. The
actual applied RF-fields following Equation 3.46 and Equation 3.47
are shown in (b). Finally, the Fourier transforms of each case are plot-
ted in (c) as a function of ∆ν = (ω−ωrf)/(2π). The magnitude of the
amplitude for the Ramsey excitation is adjusted such that the intensi-
ties in frequency space | I(ω = ωrf) | are the same for both excitation
modes.
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Figure 3.29: Direct comparison of a Fourier transform of a regular one-pulse
excitation with a duration of Trf to a two-pulse Ramsey excitation with
a pulse width of each RF-pulse of τ1 = Trf/1000, but with the same
total Trf = 2 · τ1 + τ0.

amplitude A2 of the Ramsey excitation has to be scaled to A1 according to

A2 = A1 ·
Trf

2 · τ1
. (3.48)

Hence, the shaded areas in Figure 3.27 have to be equal for each scheme. Strongly
enhanced side maxima are a distinct feature of the Ramsey method. Indeed, in Fig-
ure 3.29 the side maxima are indistinguishable from the main maximum at ∆ν = 0.
In practise, this implies that the main maximum is typically first identified with
the continous quadrupole excitation, and only then the measurement technique is
adapted to the Ramsey method.
Studies of the application of the Ramsey technique for TOF-ICR have shown that
the two pulse excitation scheme offers the largest gain in precision [194] and it
was used throughout the present measurement. The smaller τ1, the more narrow is
the line width although the scaling law of the amplitude Equation 3.48 limits the
minimal practical duration of τ1. The exact model of the line shape in TOF-ICR

is derived in [178] and was used for the fit of all recorded resonance spectra. In
addition, our fitting function has been modified to consider damping as explained
in [197].
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3.7.5 Determination of atomic masses and QEC-values
In order to extract the mass from the measurement of the cyclotron frequency, one
has to consider that the magnetic field strength is not known precisely enough, un-
dergoes fluctuations, and decays with the residual resistance of the superconducting
magnet. Hence, a simple inversion to mass from Equation 3.2 is not possible. In-
stead the magnetic field is calibrated by measuring νc of an ion species with a well
known mass. From there, a frequency ratio

R =
νc,r
νc

=
qr
q
· mion

mr,ion
(3.49)

between ion of interest and the reference ion (labeled with r in the subscript) is
obtained. The atomic mass of the ion of interest is calculated by

m =
q

qr
·R · (mr − qr ·me +Be,r) + q ·me −Be. (3.50)

Here,mr is the atomic mass of the reference ion,me is the mass of the electron, and
the Be,x are the total binding energies of the qx removed electrons. Following the
convention of the Atomic Mass Evaluation (AME) [198, 199], the atomic masses
of nuclides are expressed as the mass excess m.e. = m − A · m(12C)/12 and
keV is used as the unit of mass. When ions of the parent (p) and daughter (d)
nuclide involved in a β- decay are available during an experimental campaign, the
QEC-value can be determined to

QEC =
(νc,d
νc,p
· qp
qd
−1
)
·(md−qd ·me+Be,d)+me ·(qp−qd)−Be,p+Be,d. (3.51)

Since νc,d/νc,p · qp/qd ≈ 1, the uncertainty on the QEC-value due to the atomic
mass of the daughter nuclide is suppressed and does not need to be known in the
literature to the same precision as for their direct mass measurements.
Measurements of νc for the ion of interest are performed between determinations
of νc,r of the reference ion. As indicated in Figure 3.30, the cyclotron frequency for
the reference ion is linearly interpolated to the mid-time of the measurement run
for the ion of interest and a frequency ratio R = ν̃c,r/νc is used for the evaluation
of Equation 3.50 or Equation 3.51. The difference in time between two consecu-
tive reference measurements has to be short enough to minimize non-linear field
fluctuations. At TITAN, this time is typically≈ 1 h at a field decay of≈ 0.25 PPB/h
[124].
The access to ions with different charge states of the same nuclide for mass mea-
surements at TITAN would in principle allow an absolute atomic mass determina-
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Figure 3.30: Schematic of the linear interpolation of reference measurements
for the determination of the frequency ratio R = ν̃c,r/νc.

tion according to

m =

q1
q2
·R(−q2 ·me +Be,2) + q1 ·me −Be,1

1− q1
q2
·R (3.52)

without the need for a reference ion species. The frequency ratio R = νc,2/νc,1
taken is here between charge states q2 and q1 of the same nuclide. In practice,
this approach is not feasible because the denominator is close to 0 and inflates the
partial uncertainty on the mass dramatically

σm,R =
m/R− q1 ·me +Be,1

1− q1
q2
·R · σR ≈

m

1− q1
q2
·R ·

σR
R

(3.53)

in comparison to the uncertainty in the measured frequency ratio σR. Hence, in
contrast to Equation 3.50, the relative precision of the frequency ratio does not
translate to the relative precision in the mass.

Determination of electron binding energies

In the evaluation of Equation 3.50, electron binding energies are taken from the
literature (e.g. [200] for HCI of Rb). For conventional Penning trap mass mea-
surements of radioactive nuclides with SCI, these are only a few eV. Be is in this
case negligible compared to the measurement uncertainty. In the context of HCI,
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the total electron binding energies can be much more influential and can be in the
range of a few keV or more. Often, their uncertainties can account for several tens
of eV and/or are based on theoretical calculations only. Although this is not the
case for the present studies, these uncertainties could be a limiting factor for future
mass measurements at higher charge states q of higher precision. In such a sce-
nario, differences between binding energies for different charge state of the same
element could be measured directly. Since

σ∆Be ≈ mion
σR
R
≈ AσR

R
· 109 eV (3.54)

uncertainties of ∼ 10 eV and below would be in reach provided that systematic
errors can be kept under control. The contribution to the uncertainties due to the
atomic mass itself is again suppressed by a term (1 − q1/q2 · R), which is close
to zero. This is particularly true as these measurements could be done with stable
isotopes whose atomic masses are generally much better known.

3.7.6 Dipole excitations
Each individual eigenmotion can be excited by an electric dipole RF-field with a
frequency equal to the respective eigenfrequency. For the excitation of the axial
motion the dipole field is applied between the two end cap electrodes. Since the
axial motion is mostly irrelevant for the TOF-ICR technique, an axial RF-field is
rarely employed. For excitations of the radial eigenmotions the ring electrode can
be segmented. As this electrode is often split in (at least) 4 radial segments for
the quadrupole excitation, the dipole field is applied to two opposing segments.
Figure 3.31 compares the application of quadrupole and dipole RF-fields. With
the mass measurement program at TITAN, a dipole excitation is routinely used to
push unwanted, contaminating ion species to a larger radius or out of the trap al-
together. Here, one takes advantage of the mass and charge dependency of the
reduced cyclotron frequency ω+. Exact knowledge of ω+ is not necessary because
the more power is driven into the system at the approximate ω+ the more frequen-
cies in the Fourier transform carry sufficient intensity to drive an ion out of the trap.
This cleaning method of contamination can be very effective, but each contaminat-
ing species has to be identified such that a dipole excitation on its individual ω+

can be carried out. When working with overwhelming, unidentified contamination
other separation techniques such as the sideband cooling technique in a buffer-gas
filled purification Penning trap [131, 201] or the Stored Waveform Inverse Fourier
Transform (SWIFT) ion excitation [202] for advanced dipole cleaning are more
appropriate. Both cannot currently be applied at TITAN. For contamination sup-
pression a multi-reflection time-of-flight apparatus [203] is planned to be inserted
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quadrupole dipole

−V cos (ωrf · t)

V cos (ωrf · t)V cos (ωrf · t)

−V cos (ωrf · t)

Figure 3.31: Schematic of a cross sectional view of a segmented ring elec-
trode which can be used to apply an azimuthal quadrupole or dipole
field on top of the DC trapping potential.

into the setup in 2012. It will be able to separate the ions of interest from isobaric
contaminations in the ISAC beam such as the unwanted 74Ga ions next to 74Rb in
the present work.

3.7.7 TITAN’s MPET setup
The Penning trap structure dedicated to the high precision mass measurements at
TITAN is mounted in the bore of a superconducting magnet. The field strength of
3.7 T is comparable to other Penning trap facilities at radioactive beam facilities
although most of those employ larger field strengths. But the unique feature of HCI

at TITAN can boost the precision according to Equation 3.45 to a level above the
one attainable even with the current strongest magnet field of 9.4 T at the Low-
Energy Beam and Ion Trap facility (LEBIT) [110] at the National Superconducting
Cyclotron Laboratory (NSCL) .
The trap setup as well as neighbouring beam optics for extraction and injection
are shown in Figure 3.32 all of which are mounted on the same support structure.
It is installed in a vacuum tube in the inside of the magnet’s bore. To minimize
magnetic field inhomogeneities, all material used for the trap support structure and
even for the vacuum tube is chosen to be non-magnetic. The main components of
the injection path in Figure 3.32 are a PLT and a Lorentz steerer. The purpose of
the PLT is to remove the majority of the kinetic energy from the ions. It is biased
below the transport energy of the ions. When the ions are in the centre of the PLT

at time tPLT, it is switched to a bias voltage below the Penning trap. The ions can
enter the trap through a hole in the end cap electrode of the trap (see Figure 3.33).
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+
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+
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PLTLS
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TPLT TCAP

V

Figure 3.32: Top: Technical drawing of the injection, trap, and extraction
setup of TITAN’s Measurement Penning Trap (MPET) structure. The
whole structure is located inside a titanium vacuum tube placed in the
bore of the superconducting magnet. The figure at the bottom explains
the electrostatic potentials on axis (not to scale) and timings for the
dynamic capture of ions in the MPET.

The bias voltage of this end cap is lowered during injection. The energy difference
between the PLT and the trap centre is adjusted such that the ions are at rest when
the ions reach the trap. At this time, tcap, the potential at the end cap electrode is
raised and the ions are dynamically captured. Potentials and timings of the capture
process are illustrated in the bottom of Figure 3.32.
The Lorentz steerer [204] is an electrostatic steerer setup in the presence of the
magnetic field. The ~E× ~B drift motion allows the ion bunch to be steered off-axis.
This prepares the ions in the initial magnetron motion. Due to the Lorentz steerer,
the radial displacement of the ions is equal to [204]

ρ =
E

B
· t = vdrift · t. (3.55)

Hence, the axial velocity of the ions while passing through the Lorentz steerer
should be small and its potential along the axis is the same as the potential of the
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MCP

MCP

to EBIT

Off-line ion source

FIG. 1. (Color online) The TITAN experimental setup that
includes a RFQ, a high-precision Penning trap, an EBIT, an off-line
ion source, and MCPs for beam diagnostics.

A. The off-line ion source and radiofrequency quadrupole

A surface ionization source is located below the RFQ, as
shown in Fig. 1. This ion source produces both 6Li and 7Li
as well as smaller quantities of the alkali metals 23Na, 39K,
41K, 85Rb, and 87Rb. The ion source is biased at the same
electrostatic potential as the RFQ, which is 5 to 40 kV above
the beam line ground potential. The ions are extracted from
the source and then accelerated and focused toward the RFQ.

The purpose of the RFQ is to accumulate, cool, and bunch
the continuous beam coming from either the TITAN off-line
ion source or ISAC. It is similar to other RFQ’s at radioactive
beam facilities as described, for example, in Refs. [21] and
[22].

B. The mass measurement Penning trap

Penning traps [23] are devices used to perform high-
precision mass measurements on stable and exotic nuclei
(see review [24]). TITAN’s Penning trap is located inside
the bore of the superconducting magnet, shown in Fig. 1.
Prior to injection into the trap, the ions are moved off-axis
using a Lorentz steerer [25], similar to the one currently used
at the LEBIT facility [26]. The Lorentz steerer reduces the
preparation time in the Penning trap by inducing an initial
radial displacement of the ion bunch prior to its capture, as
opposed to using RF fields inside the trap, which is typically
the case for on-line Penning trap experiments [27].

Figure 2 shows a model of the hyperbolical electrodes of the
TITAN’s high-precision Penning trap. It is composed of two
hyperboloids of revolution forming one ring [label (1) in Fig. 2]
and two end cap electrodes (2). The ions are axially trapped
by a harmonic quadrupole electrostatic potential produced by
a potential difference !Udc = 36 V between the ring and the

B

Out to MCP

3

2

1

4

Corr. tube el.

End cap el.

Ring el.

Corr. guard el.

VRF

Ions in from 
RFQ or EBIT

FIG. 2. (Color online) Illustration of the TITAN Penning trap
formed from the hyperbolic ring (1) and end cap electrodes (2) that
produces the harmonic potential, tube (3), and guard (4) correction
electrodes that produce the harmonic potential. The RF is applied
on (4).

end cap electrodes, as shown in Fig. 2. Some anharmonicities
in the trapping potential are introduced by the holes in the
end cap electrodes and by the finite size of the hyperbolic
electrodes. Two sets of correction electrodes [labeled (3) and
(4) in Fig. 2], are used to compensate for higher-order electric
field components. The radial confinement is provided by a
homogenous 3.7-T magnetic field produced by a persistent,
actively shielded superconducting magnet. The linear decay
of the magnetic field due to flux creep [28] depends on the
pressure in the liquid helium vessel and during the 6Li-7Li
measurement it was measured to be (1/B) × (δB/δt) <
0.25 ppb/h.

The ion motion in a Penning trap is well understood [23,29]
and is composed of three different eigenmotions: an axial mo-
tion with frequency νz and two radial motions with frequencies
ν±. In an ideal trap, the sum of the frequencies of the two radial
motions is equal to the true cyclotron frequency of the ion
[30]:

ν+ + ν− = νc = 1
2π

q × B

mion
, (1)

where q/mion is the charge-to-mass ratio of the trapped ion
and B is the magnetic field at the trap center. The two radial
motions can be coupled by applying an azimuthal quadrupolar
RF signal on the sliced correction electrode [(4) in of the trap
Fig. 2]. The cyclotron frequency is determined using the time-
of-flight (TOF) resonance detection technique [29,31,32].

For a proper choice of the RF amplitude VRF, at a given RF
excitation time TRF, and when νRF = νc a full conversion of
the initial magnetron motion into reduced cyclotron motion
will occurs. This leads to an increase in the kinetic energy
of the trapped ions. After the excitation has been applied, the
ions are released from the trap and their TOF is recorded on an
MCP located outside of the high magnetic field region. Due to
their larger kinetic energy gained during their excitation phase
the TOF of the ions with νRF = νc will be shorter. A cyclotron
resonance curve is obtained by scanning the RF frequency in

044318-2

1 CAD$
coin 

Figure 3.33: Schematics and picture of TITAN’s MPET electrodes. The Cana-
dian dollar coin (with a diameter of 26.5 mm) is given for scale (bot-
tom). Figures from [146].

PLT before it is pulsed down. In this configuration the ions lose most of their kinetic
energy before entering the Lorentz steerer (see Figure 3.32). The Lorentz steerer
is composed of a segmented, cylindrical tube which creates a dipole field when bi-
ased following Figure 3.34. The radial displacement is proportional to the Lorentz
steering strength ∆VLS and the time it takes the ions to pass through the Lorentz
steerer (Equation 3.55). The latter time depends on m/Q since every ion species is
accelerated by the same electric potential difference after the thermalization in the
RFQ or the EBIT. Since, t ∝

√
m/Q ion species with smaller m/Q ratios need a

stronger Lorentz steering strength ∆VLS to be positioned to the same initial mag-
netron radius. Since for a full conversion the initial magnetron radius and the final
cyclotron motion are identical in size (see Equation 3.25) a larger ρ0 will result in
a larger gain in energy during the RF-excitation in the MPET. The maximal ρ0 is
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2.3. Beam preparation: beam transport to the Penning trap

LSXP = 1936 VLSXN = 1936 V

LSYP = 1936 + ∆VLS

LSYN = 1936 - ∆V
LS

Ε

Β

Lorentz steerer configuration

d

d = s ∆V
LS

Figure 2.6: Schematic of the Lorentz steerer which comprise a quarted cylin-
drical electrode axially aligned with a magnetic field B. We show the po-
tential needed to steer the beam and the corresponding electric quadrupolar
field produced. The displacement, d, of the beam is proportional to the
offset potential, ∆VLS .

43

LSYP = VPLT + ∆VLS

LSYN = VPLT −∆VLS

LSXN = VPLT LSXP = VPLT

Figure 3.34: Cross sectional schematices of the Lorentz steerer. Figure mod-
ified from [146].

constrained by the radius of the injection hole in the end cap of MPET and similar
sized holes in the PLT. The functionality of the Lorentz steerer described so far
assumes injection of the ions into the magnetic field along its axis. The Lorentz
steerer can also be used to correct for off-axis injection following the procedure in
[204]. Most other Penning trap facilities operate without a Lorentz steerer and the
initial magnetron motion is induced by a dipole excitation on the (almost) mass-
or charge-independent magnetron frequency ν−. The duration of this excitation is
on the order of a few 10’s of ms and is consequently a limiting factor for measure-
ments of short-lived nuclides. In contrast, the preparation by the Lorentz steerer
takes place during the injection itself and comes without any loss in time.

The measurement Penning trap

The mass measurement itself takes place in a precision Penning trap. Schemat-
ics and a picture of this MPET are displayed in Figure 3.33. Its characteristic trap
dimension is d0 ≈ 11.21 mm. The trap electrodes are made of ultra pure oxygen-
free copper. They are silver and gold plated to impede localized oxidation which
could result in field distortions and to optimize conductivity. The hole for injection
and extraction in each end cap electrode as well as the finite size of the electrode
cause higher order anharmonicities and deviations from the harmonic potential of
an ideal Penning trap. To correct for these imperfections, in particular for the field
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Table 3.2: Nominal frequencies of an ion with mass A = 74 and charge
q = 8+ in TITAN’s MPET with B = 3.7 T and the trapping potential
U = 35.75 V.

νc 6.142 MHz
ν+ 6.136 MHz
νz 274.1 kHz
ν− 6.123 kHz

in the trapping volume at the trap centre, correction-tube electrodes are placed next
to the entrance and exit hole in the end caps. Correction guard (or octopole) elec-
trodes are inserted into the space between the ring and the end cap electrodes. The
trap compensation procedure to obtain a potential closest to the ideal case is dis-
cussed in detail in [205].
For the present measurements, a trapping potential between the end cap and the
ring electrodes of U = 35.75 V has been used. Nominal frequencies of an ion with
Aq+ = 748+ are listed in Table 3.2. The azimuthal (dipole and quadrupole) RF-
fields (Figure 3.31) are most commonly applied to segments of the ring electrode.
In the TITAN setup the guard electrodes are segmented instead of the ring elec-
trode to avoid distortions in the harmonic field due to the splitting of the ring elec-
trode. This improvement, however, requires larger RF-amplitudes to reach equal
field strengths at the position of the ions and hence the need for RF-amplifiers.
At the end of the RF-excitation phase, the extraction end cap is lowered and ions
are extracted from the MPET. During the extraction path the radial energy is con-
verted into longitudinal energy as discussed earlier (Figure 3.25) and the TOF from
the ion extraction to the arrival of the ions at the MCP detector is measured. Tim-
ings of the measurement process are either controlled by the MPET Programmable
Pulse Generator (PPG) (e.g. PLT, RF, etc. ) or by a slow control unit (essentially all
DC bias potentials for the Penning trap) which are operated by the MIDAS control
and data acquisition system [206]. The TOF measurement itself is integrated into
the MIDAS system by a time-to-digital converter based on the timing of the MCP

detection signal.

3.7.8 MPET vacuum system
The quality of the vacuum in the Penning trap is important due to increased damp-
ing and charge exchange for higher pressures. Requirements on the residual gas
density are more severe when dealing with HCI compared to SCI. The MPET was
designed as a room temperature trap system. Considering the success of Penning
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trap mass measurements of stable HCI at SMILETRAP, which also operates at room-
temperature [114], it was concluded that cryogenic temperatures were unnecessary
at TITAN’s MPET. The SMILETRAP group reports a pressure estimate in their Pen-
ning trap of less than 6.4(3.6) · 10−12 mbar. This estimate is based on a measured
charge exchange rate in comparison to charge exchange cross sections from the
literature (in this case from [207]). When keeping 76Ge22+ for 3.7 s in the trap
only . 9 % of the initial ions underwent charge exchange.
An empirical scaling law [208] of the cross section for charge exchange of ions
with energies below 25 keV/A in a neutral gas gives

σQX [cm2] = 1.43 · 10−12q1.17 · I−2.76
p [eV], (3.56)

where Ip is the ionization potential of the neutral atom or molecule. Hence, the
probability for an ion to pick up an electron from the residual gas in an infinitesimal
time interval dt is

P ∝ σQXpvion

kBT
· dt ∝ q1.17pvion

kBT
· dt. (3.57)

Charge exchange during the TOF-ICR measurement is consequently intensified for
HCI due to two reasons. Firstly, the charge exchange cross section is proportional
to the charge state q and, secondly, the reduced cyclotron frequency is increased
for HCI leading to a larger ion velocity vion with νc = νrf .
The pressure in the MPET section before working with charge-bred ions (earlier
than summer 2009) was determined to be ≈ 2 · 10−9 mbar4. Previous to the mass
measurement of 44K4+ [1] an ion pump in the MPET vacuum section was baked at
≈ 200o C which led to a vacuum pressure of ≈ 8 · 10−10 mbar. However, as il-
lustrated in Figure 3.35 for data with 39K4+, strong signs of charge exchange were
observed. A peak of H+

2 appeared in the TOF spectra when storing the ions longer
in the MPET. H2 was the most abundant residual gas as determined by a residual
gas analyzer. Additionally, the tail of the TOF peak of 39K4+ extended to longer
TOF which is indicative of 39K in lower charge states. As soon as an ion changes its
initial charge, it has a different cyclotron frequency and is subsequently insensitive
to the applied RF-field. Thus, the charge exchange affects the quality of the TOF

resonance severely as seen in Figure 3.35 and Table 3.3.
In order to successfully work with HCI the quality of the vacuum had to be im-
proved further. This was achieved by multiple efforts including baking the whole

4Please note that this is not necessarily the pressure in the trap itself. The pressure was measured
with an ion gauge which is in the same cross as a turbo molecular pump. All pressures in the MPET
vacuum section were, if not otherwise stated, measured at the same position and are at least a sign of
relative improvements.
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Figure 3.35: TOF spectra of ion bunches of 39K4+ measured with Trf = 8
ms, 197 ms, and 497 ms irrespective of the applied νrf (left part of the
figure). The counts are normalized to the number of frequency scans
for each measurement run. The ions were extracted from the MPET

right after the application of the RF-field. The strong peak of 39K4+ in
the TOF spectrum for Trf = 8 ms is reduced for longer excitation times.
Instead a rise in counts of H+

2 and in the tail of the initial TOF peak is
observed, which corresponds to 39K3+,2+,1+. The charge exchange
reduces the quality of the resonance as seen in the plot on the right.

Table 3.3: Uncertainty in the cyclotron frequency νc of 39K4+ for different
excitation times Trf . The last column lists the expected uncertainty based
on ∆ν for Trf = 8 ms and scaled to the larger Trf using Equation 3.45.
Figure 3.35 shows the TOF-ICR of these measurement runs.

Trf [ms] frequency scans ∆ν [Hz] expected ∆ν [Hz]
8 100 2.607

197 200 0.096 0.074
497 199 0.094 0.030
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setup at temperatures above 200o C and a hardware upgrade to the vacuum sys-
tem. An example for the bake-out setup and for residual gas measurements of the
MPET vacuum tube is shown in Figure 3.36. A more detailed description of the
baking procedures and the modifications of the vacuum system are summarized in
Section A.5. In the final setup, the pressure during the mass measurement of the
neutron deficient Rb was ≈ 6 · 10−11 mbar. When the ion pump was tested and
fully operational at a later time, the pressure was further reduced and eventually
went below the limit of the ion gauge (≈ 2 · 10−11 mbar).
During the course of the modifications of the MPET vacuum system prior to the Rb-
mass measurements, the MCP detector for the TOF measurement was moved fur-
ther away from the MPET and a Daly detector [209, 210] was added. A detector in
addition to the primary MCP detector provided an immediate alternative detection
system for the TOF measurement in case of a detector failure. Details can be found
in Section A.5. Finally, the MPET support structure and wiring system were mod-
ified for better reliability of the electrical connections and simplified maintenance
(see documentation in [211]).
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Figure 3.36: Top: Pictures of the baking setup for the vacuum tube with the
trap structure, injection and extraction optics. The baking was moni-
tored by two ion gauges (IG), a set of thermocouples (TC), and a resid-
ual gas analyzer (RGA). Several heating elements were mounted on the
tube and the cross with the turbo molecular pump. The development
of the pressure during and after the baking is shown in the plot at the
bottom. A vacuum leak opened twice during a cool-down phase and
was closed by tightening the bolts on the CF flange.
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Chapter 4

Measurement and Analysis

Neutron-deficient Rb nuclides represent a very appealing isotopic chain for the first
Penning trap mass measurements of HCI at a radioactive beam facility. The half-
lives of 75−78Rb range from tens of seconds to minutes. Radioactive decay does
not need to be considered for those cases because the typical measurement times
with a single ion bunch at TITAN are much shorter than the respective half-lives.
In combination with the high yields (Table 3.1) for nuclides closer to the valley
of stability, this allows for optimal experimental conditions while approaching the
measurement of 74Rb. The relatively well known masses of 75,76Rb with uncer-
tainties of 1.6 and 1.2 keV [14], respectively, provide immediate benchmarks for
the accuracy of the new measurement approach. Both nuclides have been mea-
sured at the ISOLTRAP facility and are considered to be very reliable. The strong
physics motivation and the necessity for a new method with improved precision
(Section 2.9) make 74Rb itself most interesting among neutron deficient Rb iso-
topes. Its short half-life of 65 ms further gives insight about the feasibility of the
technique with respect to the lowest lifetimes measurable with Penning trap mass
spectrometers. Moderate yields of a few thousand ions per second highlight the re-
lationship between loss in efficiency due to the additional step of charge breeding
in contrast to the gain in precision due to the higher charge state.
Finally, a long lived isomeric state (with a half-life of 5.7 min) is known for 78Rb,
which lies only 111.19(22) keV above the ground state [212]. This corresponds to
a resolving power of R ≈ 6.5 · 105. Although isomer and ground state have been
resolved before in a Penning trap [213], the case can illustrate the potential of HCI

for isomer research in Penning traps. This approach is particularly well suited for
low lying isomers with half-lives of 100’s of ms.
This chapter will provide details about the mass measurement and its analysis of
highly charged 74−76,78m,78Rb as well as 74Ga. The latter was a contaminant in the
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A = 74 beam from ISAC. Systematic uncertainties will be discussed which also
include measurements involving stable nuclides with well known masses as a cross
check.

4.1 Measurement summary
The experimental facility was prepared previous to beam delivery from ISAC with
a beam of stable 85,87Rb from TITAN’s own surface ion source (see Chapter 3).
A study to benchmark systematic uncertainties was carried out during this time.
The ion-optic tune from ISAC to TITAN was established with a 20 keV ISAC beam
of stable 69Ga. Its intensity of ≈ 160 pA made the beam detectable on Faraday
cups and allowed for better tuning of the beam into the RFQ and adjustments of
RFQ parameters. During this process the RFQ was operated in a DC mode, i.e.
ions were passing through the RFQ without being trapped longitudinally. A DC
transfer efficiency of ≈ 75 % was reached which compared well with the RFQ’s
typical performance [134]. Once optimized, the only parameters to be adjusted
for different masses were mass dependent parameters such as beam transport tim-
ings and in some cases RF-frequency and amplitude or buffer gas settings in the
RFQ. The rest of the TITAN beamline remained unchanged because the transfer
beam energy was controlled by the PLT after the RFQ. Hence, modifications were
not required in comparison to the preparation tune. Complementary to the ISAC

beam, stable beam of 85Rb or 87Rb could be delivered from TRIUMF’s Off-Line
Ion Source (OLIS) [214] at the same beam energy as the ISAC beam. Access to
an ion species with well known mass was necessary to calibrate the magnetic field
in MPET to the required level of precision (see Section 3.7.5). Determining the
QEC- value of 74Rb directly as outlined by Equation 3.51 was not possible because
74Rb and its daughter nuclide 74Kr could not be delivered due to different chem-
ical properties and would have required different target- ion source combinations.
The stable Rb beam from OLIS was preferable over TITAN’s own offline source be-
cause OLIS could provide dipole-magnet based mass separated and consequently
contamination free 85Rb or 87Rb beam. In contrast, the beam from TITAN’s offline
source was a combination of various alkali metals. Although the RFQ provided a
mass selectivity, its resolving power was not high enough to separate the two stable
isotopes of Rb. 85Rb and 87Rb could only be distinguished in TOF after extraction
from the RFQ or EBIT. In the aim for the most identical experimental conditions
for reference ions and radioactive ion of interest, OLIS was the better alternative
even for stable Rb beam. An initial plan to deliver stable 74Ge from OLIS could not
be realized this time. Providing a reference ion of the same mass number as 74Rb
would have reduced systematic uncertainties (see Section 4.3) and 74Ge’s atomic
mass with a precision of 0.2 PPB [215] is very well known.
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Figure 4.1: Time-of-flight ion-cyclotron resonances for Rb-isotopes in
charge state q = 8+ and q = 12+. During (a) and (c) the RF- field
was continuously applied for Trf = 97 ms and 30 ms, respectively,
and a Ramsey excitation scheme with 6-85-6 ms was utilized in (b) and
(d). The solid (red) lines represent the fit to the theoretical line shapes
[178, 185].

The measurements of radioactive Rb isotopes were performed with charge states
q = 8+ and q = 12+. The magnetic field was calibrated by measurements of
85Rb9+. The charge state q = 9+ was chosen as the reference to minimize the dif-
ference inm/q between the radioactive q = 8+ ions and the reference ions because
a number of systematic effects are proportional to this difference (see Section 4.3).
Typical resonances of radioactive Rb isotopes are displayed in Figure 4.1. Both,
conventional quadrupole and Ramsey excitations were applied in the course of the
measurement. 74Ga was the dominat contribution to theA = 74 beam and its mass
was also determined in a set of measurements. The required resolving power be-
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Figure 4.2: A TOF histogram of detected ions after they were released from
the MPET. In addition to 76Rb8+, a peak corresponding to H+

2 was
observed, which was due to charge exchange in the MPET between the
stored HCI and the residual gas. See text for details.

tween 74Rb and 74Ga was slightly above the performance of the resolving power of
the ISAC mass separator. Nevertheless, it could be fine tuned to a more favourable
ratio between the two components of the beam at the expense of a lower absolute
74Rb yield. For the purpose of this fine adjustment, singly charged A = 74 beam
was brought directly into MPET by bypassing the EBIT entirely (compare with Fig-
ure 3.19). In consecutive measurement runs the dipole cleaning (Section 3.7.6)
was applied at the mass selective reduced cyclotron frequency ν+ for 74Rb+ and
74Ga+. The number of ions lost because of the dipole RF-field at the respective ν+

was interpreted as an indicator for the number of ions in the beam for Rb or Ga.
The ISAC mass separator magnet and slits were adjusted until 74Rb represented the
majority in the beam. Then, the mass measurement continued with HCI.
Figure 4.2 is a TOF histogram of all detected ions during a measurement run of
76Rb8+ irrespective of the applied RF- frequency νrf . The main peak in the TOF his-
togram corresponded to 76Rb8+ ions which were initially injected into the MPET.
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Figure 4.3: TOF histogram (left) and TOF resonance (right) for 76Rb8+ with
an excitation time of Trf = 997 ms. In comparison to Figure 4.2 the
peak corresponding to H+

2 (at ≈ 5 µs) was more prominent.

An additional peak at a TOF of ≈ 5 µs was due to charge exchange of the stored
HCI with residual gas in the MPET. Previous work established that it represented
H+

2 ions as the application of a dipole excitation at ν+ of H+
2 removed this peak.

For longer storage times of the HCI in the MPET larger peaks associated with charge
exchange appeared. This indicated that despite the improvements in the vacuum
quality of the MPET (Section 3.7.8) charge exchange could not be avoided entirely.
However, for an excitation time of Trf = 97 ms the fraction of ions which under-
went charge exchange remained at an acceptable level (Figure 4.2); the number of
counts in the H+

2 peak was only ≈ 5% of all detected signals. Hence, the majority
of the online mass measurement was carried out with the excitation time Trf = 97
ms. This corresponded to a 10 Hz repetition rate, i.e. the rate at which ions were
extracted from the RFQ. In fact, the HCI could be held much longer in the MPET

and a measurement with a quadrupole time of Trf = 997 ms was performed as
well (hence at a 1 Hz repetition rate). Although the charge exchange was a more
severe problem in this case, a TOF- resonance of 76Rb8+ could be recorded (see
Figure 4.3).
As these measurements are carried out with only a few ions (typically 1-5) in the
trap at a time to minimize frequency shifts by ion-ion interactions (compare Sec-
tion 4.2.1), the ISAC beam of 76Rb had to be attenuated to reduce the number of
ions in MPET to the desired level.
A TRIUMF site-wide power-outage at the end of the 74Ga mass determination trig-
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gered a turbo pump failure in the EBIT, which required the reconditioning of the
electron beam and a re-tuning of the beam transfer from the EBIT to the MPET

previous to the 74Rb mass measurement. As a consequence, another set of mea-
surements to cross check the accuracy of the setup had to be performed between
74Rb measurement runs, since the comprehensive systematic tests performed be-
fore the power-outage could not reliably be applied to the data obtained after the
reconditioning.
Finally, the ground and isomeric state of 78Rb were studied in the MPET. As the
energy difference between the two states is only 111.2 keV it represented an in-
teresting case to demonstrate the improved resolving power for low lying isomeric
states when working with HCI. In order to show the relationship between high
charge state and excitation time in the resolving power, the measurements were
performed with Trf = 97 ms and Trf = 197 ms.

4.2 Analysis
The analysis of the data was separated into two main parts. First, the cyclotron
frequency νc was determined for each measurement run by fitting the resonance
data with Equation 3.39 and the theoretical line shapes [178, 185]. In the second
part, individual frequency ratios (Equation 3.49) were summarized to weighted
averages from which the atomic mass was determined (Equation 3.50).

4.2.1 Determination of the cyclotron frequency νc
Following Section 3.7.3, the raw data recorded during a measurement of a cy-
clotron resonance consisted of TOF measurements of ions which were released
from the MPET at a certain RF- frequency νrf . Hence, for each ion bunch the num-
ber of counts at the MCP detector, their respective TOF, and the applied νrf was
stored. As discussed in Section 3.7.3 the amount of damping was a free parameter
in the fitting function. To obtain νc the analysis procedure described below was
followed.

Data selection

H+
2 originating from charge exchange did not respond to the RF-excitation due

to its different (mass dependent) cyclotron frequency which was outside the νrf -
scanning range. Hence, the counts of ions at the MPET MCP detector associated
with H+

2 (compare to the TOF histograms of Figure 4.2 and Figure 4.3) would
have reduced the quality of the actual resonance of a Rb- isotope. The peak in the
TOF spectrum corresponding to H+

2 was excluded from the analysis. Analogously,
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HCI which had picked up an electron from the residual gas while stored in the
MPET were subsequently insensitive to the RF- excitation. Consequently, the TOF-
range which was considered in the analysis was fixed by the TOF- distribution
for very short excitation times (Trf ≈ 10 ms) for which charge exchange was
negligible. Hence, only counts in the TOF-range of 13-50 µs were selected for
the analysis. In the measurement of 76Rb12+ it was extended to 10-50 µs. The
considered range is indicated in TOF histograms of Figure 4.2 and Figure 4.3 by
labeled vertical lines. As shown in Figure 4.2 other charge states resulting from
charge exchange could have fallen into the same TOF range. Ambiguities related
to this choice of the considered TOF- range and potential systematic effects are
described in Section 4.3.7.
The cut on the data also excluded a large fraction of background counts which were
recorded without a fixed time relation to the release of ions from the MPET. At the
mostly used repetition rate of 10 Hz, the number of these background counts after
50 µs in the recorded TOF window (which spanned over 0-200 µs) was a few 10’s
per hour of measurement.
An additional selection criterion was applied to each ion bunch as a whole. To
minimize potential shifts in νc due to the interactions between ions stored in the
MPET at the same time, only ion bunches with 1-5 detected ions per bunch were
processed in the analysis. These shifts were observed experimentally (e.g. in [213])
when ions of different ion species were simultaneously kept in the trap.

TOF uncertainty

In order to obtain the measured TOF-resonance (such as in Figure 4.1) the raw data
had to be sorted according to the RF-frequency applied to each trapped ion bunch.
After the cut on the TOF range was made the mean TOF, T k, was calculated for
ion bunches with the same applied νrf,k. In previous work, the variance on T k was
obtained by considering the width of the TOF distribution irrespective of νrf,k

σ2(T ) =

∑N
i=1(Ti − T )2

N − 1
, (4.1)

where N was the number of ions in the selected TOF- range, Ti was the TOF of
each ion, and T = (

∑N
i=1 Ti)/N . The variance on T k was assigned according to

σ2(T k) =
σ2(T )

Nk
(4.2)

withNk being the total number of counted ions at νrf,k. This procedure is called the
sum-statistics method. Recently, it has been pointed out [216] that from a statistical
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point of view the approach was not exact because it assumed Ti to be independent
of νrf,k. This is opposed to the measurement principle of νc itself. In fact, for
measurement runs with a sufficient number of ion counts per νrf , the sum-statistics
is too conservative and overestimates the uncertainty.
Although the correct statistical treatment was tested, the present analysis contin-
ued to use the sum-statistics method. This was motivated by two reasons. First,
for measurement runs with very few counts for a given RF-frequency νrf,k the sum
statistics approach was considered to be more appropriate [216]. The second rea-
son is related to possible line shape distortions when working with HCI, e.g. due
to charge exchange (compare for instance with the discussion on damping in Sec-
tion 3.7.3). When the correct statistical treatment was utilized, the typical χ2 was
larger than what was expected from the degrees of freedom in the fit. This situa-
tion would require the inflation of the uncertainties on the fit parameters in order
to account for potential line shape distortions. However, when the sum-statistics
method was applied, the distribution of χ2 in the line-shape fits followed the sta-
tistical expectation (see Figure 4.4). Hence, in order to take full advantage of the
correct statistical treatment of the data in future work, the measured line shapes
have to be investigated.

Count class analysis

To address previously mentioned potential shifts in νc due to ion-ion interaction,
a so-called count-class [217] analysis was performed. In this method, data from a
measurement run were grouped according to the number of detected ions per ion
bunch, usually into three groups. The resonance of each group was fitted separately
to determine a cyclotron frequency. Trends in the cyclotron frequency as a function
of detected ions per ion bunch could be investigated and νc was extrapolated to the
case of a single ion stored in the Penning trap. Considering the detector efficiency
of the MCP, this corresponds to ε = 0.6 ± 0.2 detected ions [118]. Due to charge
exchange of HCI, ions in different charge states could be present in the trap even
when a contaminant free beam had been captured in the MPET. Hence, a count-
class analysis was performed for all online measurements provided that a run had
sufficient number of counts (typically a few thousand) to separate the data into
three classes.

4.2.2 Determination of the frequency ratio
The frequency ratio R = νc,r/νc between the ion of interest (νc) and the refer-
ence ion (νc,r) was calculated by linearly interpolating the νc,r to the mid- time
of the measurement run to determine νc as discussed in Section 3.7.5 (compare
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Figure 4.4: A histogram of χ2 from fits of the theoretical line shape to ex-
perimental resonances is compared to the expectation of the statistical
χ2-distribution. Each fit was based on 41 data points in a resonance and
4 free parameters (νc, the initial ρ−, the TOF-offset, and the damping
parameter), hence 37 degrees of freedom. For the resonance data, the
sum-statistics method was used for the determination of the uncertainty
of the TOF-measurements. The experimental data is a measurement set
of 87Rb9+ versus 85Rb9+ which was performed previous to the online
measurement.

with Figure 3.30). As a measure to maximize the use of available radioactive beam
reference measurements were shared between consecutive measurement runs of
the ion of interest (see Figure 4.5). Consequently, these frequency ratios were not
statistically independent. These correlations due to shared reference measurements
have so far not been considered in the literature. However, owing to the potential of
HCI for the precision of mass measurement, correlations between frequency ratios
were accounted for in the present work. The derivation of the complete covariance
matrix to reflect these correlations is done in Appendix B.

4.2.3 Analysis software
For the present analysis, a new software package was developed which automated
most of the analysis and allowed efficient investigations of the results as a function
of various fitting settings. It consisted of a resonance fitting program [218], a
sorting code to coordinate the fitting of individual measurement runs and to extract
(averaged) frequency ratios and masses, and several plotting routines. As a cross
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check, a large part of the analysis was also performed with previously established
software packages such as EValuation and Analysis (EVA) [219] for fitting the
theoretical resonance line shapes to the TOF data and Simple Online Mass Analysis
(SOMA) [220] for the calculation of frequency ratios and masses.

4.2.4 Analysis results

76Rb

The data for 76Rb were separated into four groups. Three sets of measurements
were carried out in the conventional quadrupole excitation. This set consisted of
three groups: firstly, measurements of 76Rb8+ with an excitation time of Trf =
97 ms, secondly, two measurement runs with Rb-ions in a higher charge state
(76Rb12+ with Trf = 97 ms), and finally 76Rb8+ resonances with an extended
excitation time of Trf = 997 ms. All reference measurements to calibrate the mag-
netic field were based on ions of 85Rb9+ with an excitation time of Trf = 97 ms.
The last set consisted of measurements with the Ramsey excitation mode. Two RF

pulses were applied for τ1 = 6 ms interrupted by a waiting period τ0 = 85 ms
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Figure 4.6: The time and durations of measurements for reference ions
85Rb9+ and for radioactive 76Rb ions in charge state q = 8+ and 12+
are indicated by rectangles. For the reference ions the measured cy-
clotron frequency is shown on the vertical axis.

(which is labeled 6-85-6 ms in Figure 4.1) adding again to a total measurement
time of Trf = 97 ms.
The relative time and durations of individual measurement runs for 76Rb and its
references are shown in Figure 4.6. The scatter of the reference measurements are
also displayed. Measurements with Trf = 97 ms of 76Rb8+ were always alternated
with calibrations with 85Rb9+ as these were the main data of the 76Rb mass deter-
mination. The supplementary data sets of Trf = 997 ms excitations or in charge
state q = 12+ were each performed between two reference measurements.
In Figure 4.7a, the error contributions to the frequency ratios for individual 76Rb8+

measurements due the cyclotron frequency of 76Rb8+ and of the (interpolated) ref-
erence are shown. The individual frequency ratios themselves are plotted in Fig-
ure 4.7b together with the weighted averages for each set. The latter’s uncertainty
also includes the correlations due to shared reference measurements.
The effect of taking correlations into account was studied in Figure 4.8. In (a),
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Figure 4.7: Measurements of 76Rb8+. All reference measurements of
85Rb9+ were performed with a conventional excitation of Trf = 97
ms or with a Ramsey scheme of 6-85-6 ms, while 76Rb8+ was split into
sets of measurements with Trf = 97 ms and Trf = 997 ms in the con-
ventional excitation and of a Ramsey scheme with 6-45-6 ms.
(a) contributions to the frequency ratio R due the uncertainty in the cy-
clotron frequency of the reference ion and the ion of interest.
(b) Individual R. The shaded areas represent the weighted average with
uncertainties including correlations between the individual R.

all measurements of the ion of interest were separated by reference data. Due to
correlations, the central value shifted by≈ 8 % of the statistical uncertainty, which
itself was increased by about a tenth of its value. Figure 4.8b was the special case
that all three measurements shared both references, i.e. the three runs were taken
in between two references (compare also to Figure B.1). Here, the correlations
substantially inflated the uncertainty. As these three measurement runs were very
close in time (see Figure 4.6), an alternative approach was to add their data to-
gether and to fit the resonance. This should implicitly take all correlations between
the individual runs into account. As seen in Figure 4.8b, this result was indeed al-
most identical to the analysis of the individual runs demonstrating the importance
to consider the correlations for this case. Table 4.1 summarizes all measurements
of 76Rb.

75Rb

All data for 75Rb were taken in charge state q = 8+ and with the Ramsey excita-
tion method. As mentioned in Section 3.7.4, the side-minima in Ramsey schemes
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Figure 4.8: Implications of correlations due to shared references studied with
76Rb8+ measurement runs.
(a) The weighted average for R of the data with a conventional Trf =
97 ms excitation is displayed with and without taking correlations into
account. With correlations the central value is shifted by ≈ 8 % of the
uncertainty σ. σ itself is increased by ≈ σ/10.
(b) Same as (a) but for the Trf = 997 ms data. According to Figure 4.6
this is a special case, because all three runs share both references. When
the data of the three runs are added together and analysed (3), its central
value and uncertainty is essentially identical to (2), where correlations
are taken into account between the three individual measurement runs.

Table 4.1: Averaged frequency ratios (with correlations) of 76Rbq+ with re-
spect to 85Rb9+ ions. The table lists the charge state q, the excitation
mode, the excitation time, the number of measurements per set, and the
resulting frequency ratioR. Except for q = 12+,R are based on a count-
class analysis and the given errors are statistical uncertainties. The count
rate for 76Rb12+ was too low to perform a count-class analysis with the
recorded data.

q of 76Rb excitation mode Trf [ms] # measurements R
8+ conventional 97 5 1.006067401(15)
12+ conventional 97 2 0.670692259(23)
8+ conventional 997 3 1.006067338(55)
8+ Ramsey 6-85-6 4 1.006067422(12)
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Figure 4.9: Measurement of 75Rb8+. The position of the main minimum cor-
responding to the cyclotron frequency of 75Rb8+ was determined with a
Ramsey scheme of 40-17-40 ms such as (a) which had less pronounced
side minima. In (a), these side minima are close to the edges of the fre-
quency scanning region. Individual frequency ratios for measurements
of 75Rb8+ with respect to 85Rb9+ with a Ramsey excitation of 6-85-6
ms are shown in (b). The error band corresponds to the weighted aver-
age with correlations considered.

are indistinguishable from the main minima when the application time τ1 is much
shorter than the waiting period τ0. In order to determine the position of the main
minimum which corresponded to νc of 75Rb, a Ramsey scheme of 40-17-40 ms was
employed in which the side maxima were much less pronounced [178]. An exam-
ple of such a measurement run is shown in Figure 4.9a. Once the main minimum
was unambiguously identified, the data taking was continued with the more pre-
cise 6-85-6 ms excitation scheme. A count-class analysis of νc of 75Rb8+ did not
reveal frequency shifts due to potential contamination of 75Ga8+ (see Table 3.1).
Assuming a linear dependence of νc on the number of detected ions, the weighted
average of the slope was k = 0.01 ± 0.03 Hz/(# detected ions), consistent with
zero.
The individual frequency ratios of the75Rb data set are displayed in Figure 4.9b.
Table 4.2 contrasts the averaged frequency ratio with and without correlations due
to shared reference measurements. The central value was relatively insensitive to
the correlations, but the uncertainty was increased by ≈ 12%.
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Table 4.2: Weighted average for the frequency ratioR = νr/ν of 75Rb8+ and
85Rb9+. The table lists the resulting weighted average with and with-
out correlations. Between all measurements of 75Rb8+, a reference of
85Rb9+ was taken. The period between the mid-time of two reference
runs was typically 25 min. The uncertainties are statistical only.

averaging method R
without correlations 0.9928640032(91)
with correlations 0.9928640034(102)
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Figure 4.10: Main TOF minimum for 74Rb8+. (a)-(c) are the TOF resonances
and fits when all runs of one measurement setting are added. In (d)
it is confirmed that the main minimum in TOF corresponding to νc of
74Rb8+ was determined correctly. The statistical uncertainties on νc
for (b) and (c) were < 0.7 Hz. See text for details.
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74Rb

Measurement and analysis of 74Rb8+ differed from the previous cases because of
the significantly reduced yield and the 74Ga contamination. Hence, measurements
of 74Rb8+ could last up to≈ 5 h before a new reference was taken. This spread be-
tween reference measurements was longer than the normally aimed 1 h separation,
but in comparison to the achieved precision systematic shifts due to non linearities
in the magnetic field decay were negligible (see Section 4.3.5).
In order to determine the cyclotron frequency of 74Rb8+ sufficiently well before
switching to the more precise Ramsey method, a data set were taken with a con-
ventional quadrupole RF- field. The low count-rate and the limited availability of
radioactive beam from ISAC required an adaption of the previously used strategy
for the other Rb-isotopes, where a precise enough νc could be determined within
an hour or less. For 74Rb8+, a shorter excitation time of Trf = 30 ms reduced
ion losses due to radioactive decay. Then, data was taken and added together until
the statistical uncertainty on νc of 74Rb8+ was smaller than a fourth of the differ-
ence between the sidebands and the main TOF minimum of a Ramsey excitation
with 6-85-6 ms (compare with Figure 4.10). Although references were recored in
between, this required the addition of measurement runs which were more than
5 hours separated in time. The linear field decay of the superconducting magnet
had been determined in an extensive study to be < 0.25 PPB/h [124]. Prior to the
radioactive beam of Rb a separate verification was carried out by a measurement,
however, at lower precision. The decay was confirmed to be smaller than < 1
PPB/h. Hence, to determine νc within ∼ 3 Hz when adding all data was considered
sufficiently reliable.
Afterwards, measurements utilizing the Ramsey method were carried out in two
configurations, starting first with 6-85-6 ms excitations. In a second set, a dipole
RF- field was applied for the first 20 ms of the ion storage time in MPET. With its
frequency at ν+ of 74Ga8+, the RF- field mass selectively drove remaining contam-
inating ions to a larger radius or out of the trap. This avoided ion-ion interaction
between 74Ga and 74Rb. More importantly for low count rates, contaminating ions
driven to a larger radius could not pass through the extraction hole in the end cap
electrode. Hence, detected signals on the MCP detector due to 74Ga could no longer
add to the background and the sensitivity of the measurement was increased. After
the period with the dipole RF-field, a Ramsey excitation of 6-65-6 ms was applied.

Individual frequency ratios and their partial uncertainties due to reference ions and
ions of interest are shown in Figure 4.11. Data in (b) are grouped according to
the three measurement settings. The low count rate excluded a count-class analy-
sis and all detected ions were considered in the analysis. For the same reason, it
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Figure 4.11: Frequency ratios R = νr/ν of measurements of 74Rb8+ with
85Rb9+ as the reference ion. The contributions to the uncertainty of R
due to reference measurements is small (a).

Table 4.3: Results for R = νr/ν of measurements of 74Rb8+ with 85Rb9+ as
the reference. Since the count rate was too low for a count-class analysis,
the data were analyzed once for ion bunches with 1 detected ion and a
second time with 1-5 detected ions. The statistical uncertainty is given in
brackets.

setting [ms] analysis R difference
Ramsey 6-85-6 1 ion 0.979689548(79)

1-5 ions 0.979689552(79) 5% of σ
Dip.+Ramsey 6-65-6 1 ion 0.979689619(108)

1-5 ions 0.979689656(104) 35% of σ

was rare that two or more ions were injected simultaneously into the MPET. Thus,
ion-ion interaction with contaminating ions of 74Ga was very unlikely to have an
effect on the frequency ratio. However, to be conservative a second analysis was
performed considering only ion bunches with one detected ion. The results of both
analyses are shown in Table 4.3. The difference in the frequency ratio between the
two analyses was added in quadrature to the statistical uncertainty.

74Ga

The results of the four measurement runs with 74Ga8+ are plotted in Figure 4.12.
Although the number of ions was slightly higher for 74Ga it was not possible to
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Figure 4.12: Measurements of the frequency ratioR = νr/ν for 74Ga8+ with
85Rb9+ as the reference.

Table 4.4: Results for R = νr/ν of measurements of 74Ga8+ with 85Rb9+ as
the reference. Since the count rate was too low for a count-class analysis,
the data were analyzed once for ion bunches with 1 detected ion and a
second time with 1-5 detected ions. The statistical uncertainty is given in
brackets.

analysis R difference
1 ion 0.979460108(47)
1-5 ions 0.979460129(29) 72 % of σ

process the data using a count class analysis. To be conservative, the result was
compared to an analysis which considered only ion bunches with one detected ion.
The statistical uncertainties for the two analyses differed by a factor ≈ 1.6 in con-
trast to 74Rb where both were almost identical (Table 4.3). This was a consequence
of the higher count rate, i.e. there were more ion bunches with two detected ions
per bunch. Hence, the statistical correlations between the two were smaller.
As listed in Table 3.1, the isomer of 74Ga was presented in the ISAC beam at a ratio
of ≈ 1 : 190 compared to the ground state. Considering the low probability of
having more than one ion per ion bunch in the trap, shifts in νc are unlikely. Fur-
thermore, due to the high charge state, the isomer would have been fully resolved
and no weighting of ground state and isomer according to their respective yield as
introduced in [107] and done in [14] was required.
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Table 4.5: Differences in mass numberA,m/q, and q/m for ion species stud-
ied in this work in comparison to the reference ion 86Rb9+

nuclides q ∆A ∆(m/q) ∆(q/m) · 100
78Rb 8 7 -0.31 0.33
76Rb 8 9 -0.06 0.06

12 9 3.11 -5.20
75Rb 8 10 0.07 -0.08
74Rb,74Ga 8 11 0.19 -0.22

4.3 Systematic uncertainties
For any measurement with a statistical uncertainty of ∼ 10 PPB as in the present
studies, systematic errors have to be well understood. Moreover, the accuracy
of the setup has to be at the same level or below in order to take full advantage
of the achieved precision. General systematic uncertainties are discussed for the
TITAN MPET in [146, 205] and apply for both HCI and SCI. These are briefly
discussed first while specific systematic effects for HCI and the present studies will
be described later. As a general remark, the majority of the systematic uncertainties
depend on the difference in m/q ( or q/m) between the reference ion and the ion
of interest which we define as ∆(m/q) = mr/qr −m/q. This is a consequence
of the determination of the mass by means of a frequency ratio R, where many
systematic shifts on the frequency measurement cancel out in R. Because of the
∆(m/q) dependence, it is desirable to have access to a reference ion with a similar
mass-to-charge ratio. For SCI, ions from elements with the same mass number A
are not always available and ∆(m/q) = ∆A ≈ 10 or larger is not uncommon.
As a specific charge state can be selected when working with HCI, ∆(m/q) can be
minimized even for larger mass differences. Hence, the use of HCI not only leads
to more precise but also more accurate measurements provided that effects unique
to HCI are understood. As shown in Table 4.5 for differences in the presented
measurement, ∆(m/q) are 1-2 orders of magnitude smaller than ∆A and reduce
the respective systematic errors accordingly. In the following, all systematic effects
will be studied in terms of relative shifts in the frequency ratio,

∆R

R
=
Rmeasured −Rideal

Rideal
. (4.3)
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4.3.1 Spatial magnetic field inhomogeneities
In a real Penning trap the magnetic field is not perfectly homogeneous due to the
finite size of the magnet, field distortion caused by the trap material, etc. The
associated induced frequency shifts are [177]

∆νc = β2

[
(z2 − ρ2

+)− ν−
νc

(ρ2
+ + ρ2

−)
]

(4.4)

where β2 is the coefficient of the quadrupole component in the magnetic field
which is the lowest order contribution to the field distortion. z, ρ+, and ρ− are
the previously introduced (Section 3.7) amplitudes or radii of the axial and radial
eigenmotions. At TITAN this effect is estimated to be [205]

∣∣∣∣
∆R

R

∣∣∣∣ < 4.3 · 10−11∆(m/q), (4.5)

when a trap potential of 35.75 V is considered.

4.3.2 Harmonic distortion and misalignment of the magnetic field
axis

A non-vanishing angle θ between the axes of the magnetic and electric field and
an elliptical distortion of the ring electrode (parameterized by the finite asymmetry
parameter ε) lead to a frequency shift [221] [222][223] of

∆νc =
(9

4
θ2 − 1

2
ε2
)
· ν−. (4.6)

For TITAN this translates to [205]
∣∣∣∣
∆R

R

∣∣∣∣ < 4.3 · 10−10∆(m/q), (4.7)

again taking the used trap potential into account.

4.3.3 Non-harmonic imperfections of the trapping potential
The deviations from the ideal electric potential arise due to the truncation of infinite
hyperboloids and the holes for injection and extraction in the end cap electrodes.
The potentials on the tube and guard correction electrodes have been carefully ad-
justed [205] to achieve minimal deviations of the field in the trapping region. After
confirming the trapping potential with well known masses, shifts in the frequency

148



ratio are assigned to be lower than [205]
∣∣∣∣
∆R

R

∣∣∣∣ < 3.6 · 10−10∆(m/q). (4.8)

4.3.4 Relativistic effects
Due to their high angular frequencies and thus larger velocities inside the Penning
trap, relativistic effects have to be considered for HCI and light SCI. In TITAN’s
MPET, an ion of 74Rb8+ has a velocity of v/c ≈ 2.6 · 10−4 on a reduced cyclotron
motion with a radius ρ+ = 2 mm. Therefore, the relativistic γ factor deviates
from the non-relativistic limit by 1 − γ ≈ 33 · 10−9 and the cyclotron frequency
would be affected at a similar level. Relativistic effects on the frequency ratio have
been studied in detail during the relative mass measurement of 6Li+ to 7Li+ [124].
By controlling the initial magnetron radius with different Lorentz steerer strengths
(Section 3.7.7) and hence the velocity, the relativistic shifts could be investigated
and corrected.
The limited availability of radioactive beam did not allow similar measurements to
be performed directly. However, by considering the studies in [124] an estimate
for ∆R/R due to relativistic effects could be obtained. The extension of the de-
scription in [124] for the Lorentz steerer configuration of the present work results
in ∣∣∣∣

∆R

R

∣∣∣∣ =
a

2
·∆V 2

LS ·∆(q/m) (4.9)

where a is the proportionality constant independent of the Lorentz steerer strength
∆VLS, m, or q. Here, both ion species (ion of interest and reference) are assumed
to pass through the Lorentz steerer with the same steering strength as was the case
during the present measurements. Based on [124], one obtains

∣∣∣∣
∆R

R

∣∣∣∣ = 6.3 · 10−8 ·∆(q/m) (4.10)

when a value of ∆VLS ≈ 30 V is used for the present work. This appears to be
large in comparison to previous systematic errors, but as shown in Table 4.5 all
∆(q/m) are two orders of magnitude smaller than ∆(m/q).

4.3.5 Magnetic field stability
In addition to the linear field decay, temperature or pressure fluctuations in the LHe
dewar of a superconducting magnet can cause non-linear field fluctuations. For this
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reason the dewar is pressure stabilized. In [124], the stability of the magnetic field
and its remaining short time (≈ 10 min) to long time (≈ 4 h) deviations from
the linear field decay have been investigated. Its associated uncertainty is 0.04(11)
PPB/h. For all measurements of this work except for 74Rb reference measurements
were at most 1 h apart. This leads to an upper limit for the systematic error of
∆R/R = 0.2 PPB. In the case of 74Rb, the measurement periods usually lasted
≈ 2.5 h although for one measurement run references were ≈ 5 h apart. Given the
poorer statistical uncertainty of the 74Rb measurement non-linear field fluctuations
are negligible.

4.3.6 Image charges
As charged particles induce image or mirror charges on the surface of a conduc-
tor, there is an additional interaction between the stored ions and the Penning trap
electrodes, which is more influential for HCI. This effect was studied in [224]
for FT-ICR measurements. It was found that the reduced cyclotron frequency ν+

and the magnetron frequency ν− were shifted due to image charges. Since the
shifts were of equal absolute value, but of opposite sign, the cyclotron frequency
νc = ν+ + ν− itself remained unchanged. Following the quantum mechanical ex-
planation of the quadrupole excitation in the TOF-ICR technique (Section 3.7.3),
the photons of the RF-field would require the same energy to induce a conversion
of an ion’s magnetron to reduced cyclotron motion even when ν+ and ν− have
changed, but νc = ν+ + ν− has not.
Additionally, the size of the effect scales with the trap dimension as d−3 reducing
its impact at TITAN’s MPET which is about a factor of 10 larger than the trap in
[224]. SMILETRAP with a similar trap dimension and operating with the TOF-ICR

technique reports negligible influences of mirror charges [114].

4.3.7 Ambiguity in the TOF-range selection
As discussed in Section 4.2.1 charge exchange led to different charge states in the
MPET which could not be separated in TOF between the extraction at the trap and
the MCP detector. Lower charge states besides the initial one could thus fit into
the TOF- range which was selected for the analysis (see Figure 4.2). Similarly, the
peaks corresponding to the HCI and H+

2 overlapped in their tails. To investigate
potential shifts in R due to ambiguities in the TOF- range the lower and upper limit
was varied in an independent analysis from the initially fixed ranges (13-50 µs for
q = 8−9+ ions). As the number of ions was reduced with narrower TOF intervals,
a count class analysis was generally not performed.
Figure 4.13 provides an example of such a consistency check in which the lower
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Figure 4.13: Dependency of the frequency ratio R = νr/ν of 76Rb8+ to
85Rb9+ on the lower limit of the selected TOF- range (a). The data
are from the measurement runs with the conventional excitation of
Trf = 97 ms. Note that the uncertainties are not independent but
highly correlated because they are based on very similar data. With
increasing lower limit one starts to cut into the ion distribution for ions
on resonance. As a consequence, the averaged TOF for ions with an
RF- field of νrf = νc becomes larger as indicated by the arrow in (b).

limit of the TOF- range was varied and the impact on the frequency ratio R was
investigated. Since there was no trend observable in this case, no additional sys-
tematic uncertainty had to be added. A dependency of R on the TOF selection
was observed in other cases. In some of those, a count-class analysis resolved the
shift because its result was independent of the TOF- range. Figure 4.14 falls into
this category. However, for other cases even the results of the count-class analysis
followed a trend over the TOF- range selection. For measurements with too few
counts a TOF-range dependent count-class could not be performed. Hence, when-
ever a trend could not be resolved, a systematic uncertainty corresponding to the
maximal shift in the central value of R with respect to the main analysis range (13-
50 µs) was added in quadrature as a systematic uncertainty.
The measurement runs of 74Rb had so few ions that the TOF-range dependency
could not be reliably studied. However, the respective shifts found for 74Ga were
added as a systematic error. It was added in quadrature to the weighted average
of each measurement set and not to the overall weighted average because the size
of the effect itself depended on the available statistics. Moreover, trends due to
the TOF-selection showed different behaviours in different measurement settings
even for the same nuclide (e.g. Figure 4.13 and Figure 4.14b which were both
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Figure 4.14: Dependency of the frequency ratio R = νr/ν of 76Rb8+ to
85Rb9+ on the lower limit of the selected TOF- range (b). The data
are from the measurement runs with the Ramsey excitation. With in-
creasing lower limit the analyses with 1 ion and 1-5 ions per ion bunch
drift away from the result of the main analysis, i.e. a count-class analy-
sis with data from 13-50 µs, (shaded area). However, a more advanced
count-class analysis does not follow these deviations. This analysis
was performed with 6 classes with a selection of 1-6 detected ions (i.e.
each count number is its own class) and instead of extrapolating νc, the
extrapolation to a single ion stored in the Penning trap was done for the
frequency ratio R. The actual number of stored ions is related to the
detected ions by the MCP detector efficiency. An example is shown in
(a) for a TOF- range of 13-50 µs.

76Rb8+ versus 85Rb9+). This might be related to the probability for charge ex-
change which depends on the velocity of the ion (see Equation 3.57). Thus, the
charge state distribution could indeed be different between Ramsey and conven-
tional excitations even when the total time spent in the trap is the same. Hence,
different measurement settings were also interpreted as benchmarks of the influ-
ences of charge exchange and of the TOF- range selection.

4.3.8 Remaining uncertainties and independent accuracy checks
In order to address remaining uncertainties, mass measurements involving 85Rb10+,8+

and 87Rb9+ with 85Rb9+ as the reference ions were performed prior to and dur-
ing the measurement campaign of neutron deficient Rb- isotopes. In all of these
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The dashed, red lines represent the upper limit on remaining systematic
uncertainties which was assigned to the frequency ratios of the online
measurement. See text for details.

cases ∆(m/q) and ∆(q/m) were larger in their absolute values than the respective
quantities in the measurement of 74−76Rb8+, except for 87Rb9+ versus 85Rb9+ in
comparison to the 78Rb measurement. Hence, according to the previous discus-
sions on systematic errors any remaining uncertainty due to m/q dependent shifts
in R should be even smaller.
At a 10 Hz repetition rate, different configurations were tested which were later
also used during the online experiment. The differences ∆R between the measured
and the expected frequency ratio based on the literature [122, 200] are plotted in
Figure 4.15. The last two sets correspond to consistency checks during the 74Rb
measurement itself which was required due to a power outage related turbo pump
failure and the subsequent reconditioning of the electron beam in the EBIT and a
retuning of the beam into the MPET. The data were analyzed with the same TOF

range as used in the main analysis (13-50 µs). No deviations from the expectation
were observed. The uncertainty on the data point for 85Rb8+ was larger because

153



of unidentified contamination, possibly from charge bred residual gas in the EBIT.
This significantly reduced the quality of the resonance.
To be conservative, an upper limit of 20.0 PPB was assigned for measurements of
75,76Rb8+ and 74Ga8+ corresponding to a maximal deviation at the 1 σ level of any
accuracy check prior to the online experiment (see Figure 4.15). 85Rb8+ was not
considered for this constraint because of its limitation due to contamination. The
benchmark of the Trf = 30 ms measurement was almost an order of magnitude
more precise than the 74Rb8+ measurement itself. Finally, the Ramsey excitation
was also tested between measurements of 74Rb8+, and an upper limit of 42.4 PPB

was assigned as a systematic error. Since no measurements were carried out to
confirm the accuracy with ∆(m/q) or charge states similar to the measurement set
of 76Rb12+ its remaining systematic uncertainty could not be reliably estimated.
The 76Rb12+ data set was hence disregarded for the mass determination of 76Rb
although its result is in agreement with the other measurement sets.
As a concluding remark it should be noted that all uncertainties in Figure 4.15 were
entirely of a statistical nature, and not inflated by any other known systematic un-
certainty. These errors could be understood as cumulative uncertainties covering
all other effects, including TOF range dependences. Hence, it could be argued that
only these upper limits would be a sufficient estimate for all systematic uncertain-
ties. The fact that they were added as a separate source of systematic errors was due
to a conservative approach considered adequate for the first HCI mass measurement
at TITAN. However, considering the modifications and improvements done on the
MPET setup in preparation for these measurements (Section 3.7.8,Section A.5), it
is possible that some limits on systematic uncertainties studied in [124, 205] have
changed since then. This justified this conservative approach.

4.4 Results
The error budgets are shown in Table 4.6 and Table 4.7. The weighted average
for 76Rb does not include the measurements with 76Rb12+ or the 76Rb8+ with
Trf = 997 ms. Although in agreement with the major data sets, they are not con-
sidered because of the potentially larger systematic uncertainty (76Rb12+, see dis-
cussion above) or a different repetition rate for the measurement of ion of interest
and the reference ion (Trf = 997 ms), which had caused systematic uncertainties in
the past, likely due to slightly different ion energies (see discussion in Section A.1).

As seen in Table 4.6, the major contributions to the total error are the statistical
(Section 4.2.4), the TOF range dependence (Section 4.3.7), and the upper limit
from the independent measurements to benchmark the accuracy of the setup for
HCI (Section 4.3.8). For 74Ga and 74Rb where no count-class analysis could be

154



Table 4.6: Error budget for the frequency ratio of the measurements of
75−76Rb in PPB.

uncertainty 76Rb8+ 75Rb8+

conventional Ramsey total
Statistical (count class) 15.212 12.152 10.295
Lower TOF Range 0.000 0.000 4.656
Upper TOF Range 0.000 0.000 9.835
Previous Combined 9.495
B-Field Inhomogeneities 0.002 0.003
Harmonic Distortions 0.024 0.030
Trap Potential 0.020 0.025
Relativistic Effects 0.039 0.049
B-Field Stability 0.200 0.200
Accuracy Check 20.000 20.000
Total 22.140 24.989

Table 4.7: Error budget for the frequency ratio of the measurements of 74Ga
and 74Rb in PPB.

uncertainty 74Ga8+ 74Rb8+

conv. Ram. Dip. 20 ms + total
30 ms 6-85-6 ms Ram. 6-65-6 ms

Statistical 29.446 324.238 80.537 106.625
Lower TOF Range 39.418 39.418 39.418 39.418
Upper TOF Range 44.618 44.618 44.618 44.618
Difference 1 and 1-5 Ions 21.440 24.913 4.027 37.319
Previous Combined 76.690
Magnetic Field Inhomogeneities 0.008 0.008
Harmonic Distortions 0.084 0.084
Trap Potential 0.070 0.070
Relativistic Effects 0.140 0.140
B-Field Stability 0.200 0.750
Accuracy Check 20.000 42.400
Total 72.604 87.634
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Table 4.8: Mean frequency ratios R of 76,75,74Rb8+ and 74Ga8+ with re-
spect to 85Rb9+. Where applicable, the ratio and error are the result of
a count-class analysis. The last column represents the extracted atomic
mass given in the form of the mass excess. Uncertainties are displayed
as (statistical) and {stat. + systematics}.

species excitation [ms] R = νref
c /νmeas

c #meas m.e. [keV]
76Rb8+ 97 (conventional) 1.006067401(15) 5

6-85-6 (Ramsey) 1.006067422(12) 4
previous combined 1.006067414{22} -60481.0{1.6}

75Rb8+ 6-85-6 (Ramsey) 0.992864003(10){25} 5 -57218.7{1.7}
74Rb8+ 30 (conventional) 0.979689909(318){324} 4

6-85-6 (Ramsey) 0.979689552(79){98} 3
20(dip)6-65-6(Ram) 0.97968966(10){13} 2
previous combined 0.979689609{86} -51916.5{6.0}

74Ga8+ 8 & 97 (conventional) 0.979460129(29){71} 4 -68049.7{5.0}

performed an additional, significant uncertainty was added in the form of the dif-
ference between one ion and 1-5 ions per ion bunch. With the measured R, the
atomic masses of the respective nuclides are calculated following Equation 3.50
in Table 4.8 taking into account the total electron binding energies (0.5, 0.7, and
1.6 keV for Rb8,9,12+[200], respectively, as well as 0.6 keV for Ga8+[225]). Partial
uncertainties for the mass of 74Rb are presented in Table 4.9. These results are in
agreement with ISOLTRAP’s measurements [14, 226] (see Figure 4.16). Due to
the use of HCI and the Ramsey excitation they are comparable in precision despite
the significantly shorter measurement time (<22 h for 74Rb).
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Table 4.9: Leading partial uncertainties in the present measurements of the
mass of 74Rb in keV. The calculation for each partial uncertainty was
carried out considering independence of the other sources, i.e the latter
were set to zero. As some sources of uncertainties are specific to each
of the three data sets, they were added in quadrature for each set before
the weighted average of the sets was made and the global systematic un-
certainties were added (again in quadrature). Hence, adding the partial
uncertainties of this table in quadrature would lead to a smaller total un-
certainty than in Table 4.8.

partial uncertainty [keV]
Statistical 4.3
Accuracy Check 2.9
TOF Range 2.4
Difference 1 and 1-5 Ions 0.3
B-field Stability 0.1
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Figure 4.16: Atomic masses of 76,75,74Rb and 74Ga in comparison to their re-
spective ISOLTRAP measurements [14, 226]. Statistical uncertainties
are based on fits of ion bunches with 1-5 detected ions but without a
count-class analysis.
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Chapter 5

Discussion

The implications of the first Penning trap mass measurements with HCI of rare
isotopes is summarized along four topics. First, the impact of the present mea-
surements on the primary motivation of this work is discussed, which are theQEC-
value of 74Rb and the isospin symmetry corrections δC necessary for the extraction
of Vud from superallowed β-decays. Then, the results are considered as part of a
new Atomic Mass Evaluation (AME) [199]. A perspective of HCI for mass mea-
surements of radioactive HCI in Penning traps is given. Finally, the potential to
resolve low-lying isomers with HCI is discussed on the basis of the 78m,78Rb data
of this work.

5.1 The QEC-and ft-value of 74Rb
When the mass measurements of 74Rb [14] and 74Kr [106] by the ISOLTRAP col-
laboration are combined with the present work, aQEC-value for 74Rb of 10 416.8(3.9)
keV is obtained (see Table 5.1), an improvement of ≈ 12%. This implies a statisti-
cal rate function of f = 47 283(94) [75] and together with the recent improvements
in δC due to the laser spectroscopy work [16] translates to a corrected Ft-value of

Table 5.1: Mass excess (m.e.) of 74Rb and 74Kr required to deduce the QEC-
value of 74Rb from direct mass measurements.

Quantity ISOLTRAP [keV] TITAN [keV] all data [keV]
m.e. (74Rb) -51 914.7(3.9) [14] -51 916.5(6.0) -51 915.2(3.3)
m.e. (74Kr) -62 332.0(2.1) [106] -62 332.0(2.1)
QEC-value 10 416.8(3.9)
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Figure 5.1: Improvements in the Ft-value of 74Rb due to laser spectroscopy
[16] and this work. (a) shows the partial contributions to the uncertainty
of the Ft-value of 74Rb. In (b) it is compared to the data of the most
recent survey of superallowed β-decays [15].

3 077(11) s, when considering δC based on shell model calculations with Saxon-
Woods radial wave-functions [15]. A summary of the improvements is given in
Figure 5.1a in terms of the partial contributions to the Ft-value of 74Rb. This rep-
resents a modest gain in precision with respect to the global situation of Ft-values
(see Figure 5.1b). The feasibility of Penning trap mass spectrometry of radioac-
tive HCI has been demonstrated with this work. Hence, a direct measurement of
the QEC- value with this method would substantially reduce the uncertainty of the
Ft-value of 74Rb.
In light of the improvement for 74Rb through the present mass measurement and
the laser spectroscopy work, a new variation of experimental tests of the isospin-
symmetry breaking ISB corrections, δc, is introduced based upon the following
reasoning. Out of the 13 precise superallowed Ft-values 74Rb and 62Ga have
significantly larger ISB corrections due to the approximate δc ∼ Z2 dependence
(see Figure 2.20). Both nuclides belong to the fp-shell which, due to the larger
model space, is computationally more difficult than for the lighter superallowed
β-emitters. Moreover, the effective interactions in the shell model become less re-
liable (see discussion and references in [16]). Hence, the new test of models of δC
aims to benchmark the consistency of a set of δc calculations for 74Rb and 62Ga.
Assuming that for the lighter cases with Z ≤ 28 the δc-calculations are more reli-
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Figure 5.2: Test of the ISB correction term δC for the heavier superallowed
β-decays. The insert in (b) shows the error contributions to these six
theoretical ft-values for δC from the shell model with Hartree-Fock
radial wave-functions. Out of the three error contributions, statistical
uncertainties enter only in Ft. See text for details.

able, the weighted averageFt is extracted from a set of δc from the other 11 precise
superallowed cases. Then, Equation 2.86 is employed to calculate an ft-value for
74Rb and 62Ga, which can be compared to the experimental value. Similarly, as
for other comparisons mentioned in Section 2.8, such a test can only point out in-
consistencies. However, as Ft is calculated from different data than the cases to be
tested, the experimental and ‘theoretical’ ft-values are truely independent.
In Figure 5.2a, the test is presented for the δC-calculations which are currently
considered in the survey of superallowed β-decays. These are the shell model cal-
culations based on Saxon-Woods [73] and Hartree-Fock [15] radial wave functions.
They appear based on other tests (e.g. Table 2.4) as the most consistent calculations
which have published δC for all 13 cases. Noting that the uncertainties for the ‘the-
oretical’ ft-values are only partly of statistical origin (see insert of Figure 5.2b),
the agreement between the experimental ft-values and the ones extracted from the
Saxon-Woods model of δC is better than the values from the Hartree-Fock calcula-
tion (see Figure 5.2a). The latter are, in both cases, below the experimental value.
Since the ft-value of 74Rb is dominated by the QEC-value, a new more precise
mass measurement of 74Rb and 74Kr has a strong potential for the discrimination
between different models of δC .
In Figure 5.2b, the same test for models of δc is extended to the full fp-shell, which
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Table 5.2: Mass excess for measured nuclides.

nuclide this work [keV] mass evaluation [keV]
76Rb -60481.0(1.6) -60479.1(0.9)
75Rb -57218.7(1.7) -57218.7(1.2)
74Rb -51916.5(6.0) -51916.0(3.0)
74Ga -68049.7(5.0) -68049.6(3.0)

means thatFt is estimated from the lightest seven of the precise superallowed cases
(10C to 38mK). When the ft-values of the other six cases are calculated based on
their δC and Ft, the ISB corrections δC from Hartree-Fock calculations tend to un-
derestimate the experimental ft-values. In all six cases, their values are lower than
the experimental ones, three of which differ by more than one full standard devi-
ation. ft-values estimated with δC based on Saxon-Woods radial wave functions
perform well covering the full experimental uncertainty by their own error bands.
54Co is a minor exception to this statement. Experimentally, the uncertainty in
the ft-value of 74Rb limits the impact of this test. However, a more substantial
comparison of models for δC including a precise ft-value of 74Rb is within reach
owing to the advent of Penning trap mass measurements of radioactive HCI.

5.2 The Atomic Mass Evaluation (AME)
The wealth of experimental data of mass measurements is reviewed in the AME

[199]. The data are processed to establish the mass of individual nuclides by tak-
ing into account all measured relations between different nuclides. For example in
Penning trap mass spectrometry the relationship is the frequency ratio between the
ion species. A complete atomic mass evaluation has been performed including the
present results based on the procedures in [199], with the addition of the electron
binding energies to the evaluation formulas. They had been neglected in previous
evaluations because for SCI the electron binding energies are only a few eV and
insignificant compared to the experimental precision of most nuclides’ masses. As
discussed in Section 3.7.5, the total electron binding energies for HCI can be a few
keV or more and have to be considered.
The previous mass evaluation [199] included a mass value for 74Rb determined
from theFt-value of other superallowed β emitters and 74Rb’s half-life and branch-
ing ratio [100]. The present evaluation did the same with an updated QEC-value
estimate of 10413.8(7.0) keV [75] based on [15]. For the discussion of superal-
lowed decays, this estimate was not considered. The results of the evaluation for
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all measured nuclides is shown in Table 5.2.

5.3 General considerations for Penning trap mass
measurements with radioactive HCI

All techniques required for a Penning trap mass measurement with HCI as demon-
strated in this work are universally applicable to any nuclide provided that the
additional step of charge breeding can be accomplished in a time period such that
the number of remaining HCI after radioactive decays is sufficient for the mass
measurements. The feasibility has been shown for 74Rb with a half-life of only
65 ms. An increased electron beam current reduces the breeding time such that in
principle the method is extendable to even shorter half-lives. Hence, the presented
measurement opens the field to a new level of precision over a wide range of the
nuclear chart.
In the pioneering work at SMILETRAP Penning trap mass measurements on stable
nuclides have been performed in even higher charge states (q > 40+) [11, 114,
227]. Simulations (see Figure 3.14) suggest that similar charge states are reach-
able in tens of ms breeding times and hence suitable for even short-lived nuclides.
The combination of HCI and the Ramsey excitation scheme opens a new class of
on-line mass measurements with potentially up to 2 orders of magnitude improved
precision versus conventional SCI-TOF-ICR spectroscopy.
Very high precision is essential for fundamental symmetries studies, such as pre-
sented here for the superallowed β emitter 74Rb. For nuclear structure and nuclear
astrophysics, where the experimental precision is already sufficient, this novel tech-
nique will reduce the measurement time and thus allow one to map the nuclear mass
landscape more quickly. In addition, the same precision can be achieved for lower
production yields and/or shorter half-lives.
Due to the

√
Nions · q dependence in the precision (see Equation 3.45), HCI are

favourable over SCI as long as the loss in efficiency caused by the charge breeding
is smaller than q2. The total number of ions is affected by the breeding in three
ways:

• non-unity efficiency for the chosen charge state due to the charge-state dis-
tribution (see Figure 3.18),

• increased energy spread of the extracted charge bred ions which reduces
transport and trapping efficiency at MPET, and

• loss of ions due to the radioactive decay in the EBIT. Thus, a balance between
the desired charge state and the breeding time has to be found. For example,
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for the 74Rb measurement, ions were trapped for 23 ms in the EBIT (∼ 0.35 ·
T1/2), and the breeding was done in parallel with a measurement in MPET.

However, Penning trap mass measurements are performed with only a few ions (1-
5) at a time (see Section 4.2.1). For instance, a measurement with SCI of 75,76Rb
would have required beam attenuation to achieve the small number of trapped ions.
Hence, the lower efficiency due to the charge breeding to 75,76Rb+8 could be com-
pensated by reducing this beam attenuation.
The problem of an increased emittance will be addressed at TITAN with the integra-
tion of the Cooler Penning Trap (CPET) (see Section 3.1). However, as the cooling
time is expected to be in the order of a few 100’s of ms [137], a compromise be-
tween the advantages of cold HCI and losses due to radioactive decay has to be
found here, too.
In the present studies, the number of 74Rb ions delivered from ISAC to TITAN

was a few 1000 ions per second providing information about the minimal required
yields to perform mass measurements of HCI. Several developments are foreseen
at TITAN to improve the overall efficiency further and to charge breed nuclides with
even lower production yields.

5.4 Resolving low-lying isomeric states with HCI
Isomeric states in nuclei (or nuclear isomers) are excited, metastable states in
atomic nuclei. They are interesting to study because of their implications for nu-
clear structure [228, 229] or nuclear astrophysics where they can affect nucleosyn-
thesis processes [230]. As discussed for Equation 3.34, the width of a resonance
∆ν ∼ 1/Trf is solely governed by the duration Trf of the RF-field, but is indepen-
dent of q, m, or B. Thus, if two nuclides are very close in mass and brought into
the Penning trap with the same charge state, the two resonance shapes cannot be
separated if the resolving power of (Equation 3.44)

R =
∆ν

ν
∝ m

q ·B · Trf
(5.1)

is surpassed. This is especially the case for energetically low-lying isomers which
can be difficult to resolve from the ground state of the nuclide. Since conventional
Penning trap mass spectrometry utilizes SCI, the way to increase resolving power
(Equation 5.1) is to extend the measurement time Trf . However, this approach is
constrained by the half-lives of the isomer or ground state which hinders access to
low-lying, short-lived isomers.1 The same limitation applies to the newly devel-

1Note that the term ‘short-lived’ is ambiguous in the present context. While an isomer’s half-life
of few tens of ms is considered as long-lived in isomer research, it is short-lived for Penning trap
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Figure 5.3: Resolving the low-lying isomeric state of 78Rb at 111.2 keV from
the ground state with a long excitation time (a) or with HCI (b). The
solid (red) line represents the combined line shape assuming a ratio of
2:1 between isomer and ground state. See text for details.

oped Ramsey dipole cleaning [216]. Even though this technique allows isomeric
cleaning previous to a mass measurement, it lasts upwards of one hundred millisec-
onds. The introduction of HCI improves the resolving power by increasing the ion’s
cyclotron frequency νc and hence the absolute difference in νc between isomer and
ground state.
Figure 5.3 illustrates the principle for 78m,78Rb which requires a resolving power
ofR ≈ 6.5·105. This is either achieved by a longer excitation time (Figure 5.3a) or
by a higher charge state (Figure 5.3b). The isomer and ground state have been re-
solved in [213] with SCI and an excitation time of Trf = 900 ms (in a 6 T magnetic
field). The present work demonstrates the advantages of HCI, which allows one
to use much shorter excitation times while still separating both long-lived states
of 78Rb. Typical resonances of 78m,78Rb8+ are shown in Figure 5.4. For the long
half-lives of the ground and isomeric states of several minutes in 78Rb both meth-
ods are equivalent. However, for similar cases with shorter half-lives only HCI

are able to provide the required resolving power. Figure 5.5 provides a view of
the extended accessibility to known short-lived isomers when working with HCI.
Hence, a wide new area is open for study and discovery of new isomers. This
perspective, however, ignores that every element has a maximal attainable charge

mass spectroscopy. In the following, we refer to half-lives of 10’s to a few 100’s of ms as short-lived.
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Figure 5.4: Improved resolving power for low lying isomers with HCI. The
long lived isomer and ground state of 78Rb are separated by 111.2 keV.
This corresponds to a resolving power of R ≈ 6.5 · 105. As seen in
comparison between the two figures, a longer excitation time increases
the resolving power, and so does the higher charge state (see Figure 5.3).

state q = Z. Thus, the known isomers are shown in Figure 5.6 in light of the theo-
retically required charge state to resolve isomer and ground state. For comparison
it also displays the charge state of the conventional method q = 1+ and for HCI

with a limit imposed by q = Z. The figure illustrates again that with HCI many
new cases can be addressed. Moreover, isomers which cannot be resolved because
they would require q > Z mostly have half-lives of less than 5 ms. Those cases are
unlikely to be available in sufficient amounts at ISOL or at low energy branches of
today’s fragmentation facilities and thus represent a more general limit for experi-
mental studies.
In summary, HCI at Penning trap spectrometers provide an intriguing new method
to study low-lying isomers with half-lives of 10’s to a few 100’s of ms which could
otherwise not be resolved with SCI. This feature is critical for the study, confirma-
tion, or discovery of nuclear isomers. A first application of this technique could
be 80Ga for which recent laser spectroscopy has found a low-lying isomer [231].
Its half-life is expected to be > 200 ms, but its existence has not been observed in
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Penning trap mass measurements [232]. This suggests that the excitation energy of
the isomer is of order of 50 keV [231].
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Chapter 6

Summary and Outlook

Ever since its discovery a hundred years ago [233], the atomic nucleus has been an
intriguing object of research. A field, which had started with the scattering of α-
and β-particles on a gold foil, has expanded over the last century to study proper-
ties of thousands of different nuclides, of which only ≈ 250 are considered to be
stable against nuclear decay. The world-wide emergence of next-generation facil-
ities such as the RadioIsotope Beam Factory (RIBF) (Japan), the Facility for Rare
Isotope Beams (FRIB) (USA), the Facility for Antiproton and Ion Research (FAIR)
(Europe), or the Advanced Rare IsotopE Laboratory (ARIEL) (Canada) will pro-
vide over the next years wider experimental access to the ∼ 8000 nuclides thought
to exist [144]. However, the enlarged availability of exotic nuclides has to be ac-
companied by equivalent advances in experimental techniques to address the many
outstanding questions regarding nuclear structure, nuclear astrophysics, or funda-
mental symmetries. For the latter, the atomic nucleus is seen as a probe for particle
physics phenomenon.
As an aspect of novel experimental methods, this thesis has explored the use of
radioactive Highly Charged Ions (HCI) for Penning trap mass spectrometry. In
combination with new measurement schemes such as the Ramsey excitation, intro-
duced to the field only recently, HCI open a new class of online mass measurements
with potentially up to 2 orders of magnitude improved precision compared to the
conventional Time-Of-Flight Ion-Cyclotron-Resonance (TOF-ICR) technique with
Singly Charged Ions (SCI).
In this work, the first Penning trap mass measurements of radioactive HCI have
been performed at TRIUMF’s Ion Trap for Atomic and Nuclear science (TITAN).
For these measurements, ions of neutron-deficient Rb isotopes were prepared in an
Electron Beam Ion Trap (EBIT) in charge states q = 8+ to 12+ prior to their in-
jection into the Measurement Penning Trap (MPET). Among the studied nuclides,

168



74Rb has a half-life of only 65 ms. The measurements demonstrated the applicabil-
ity of the technique even to such short-lived radioisotopes. Indeed, the short half-
life of 74Rb had in the past been the limiting factor for high precision measurements
of its mass and consequently of its β-decay transition energy or Q-value. 74Rb is
one of 13 superallowed β-emitters which combined provide currently the most
precise determination of Vud of the Cabibbo-Kobayashi-Maskawa (CKM) quark
mixing matrix. The Q-value is in addition to half-life and Branching Ratio (BR)
an experimental input value to obtain the ft-value of a superallowed β-decay from
which Vud is extracted. In recent years, the study of superallowed β-decays has fo-
cused on theoretical isospin-symmetry breaking (ISB) corrections, δC , which need
to be applied to the ft-values to determine Vud. Calculations of δC in different
models show systematic discrepancies which is critical to resolve. In this theo-
retical debate, accurate and precise experimental data are of crucial importance to
accentuate inconsistencies, which ultimately helps to discriminate between exist-
ing models.
A weighted average of existing data with the present measurement led to an im-
proved QEC-value of 10 416.8(3.9) keV for 74Rb. The QEC-value was employed
in a new test to benchmark δC calculated in different models. Among the two
models which are considered in the latest survey of superallowed β-decays [15],
this test showed inconsistencies when the δC-corrections were taken from recent
shell model calculations with Hartree-Fock radial wave-functions. However, the
presented test would be more stringent if the uncertainty in QEC-value of 74Rb
was further improved as it currently dominates the uncertainty in its ft-value.
Since the present work demonstrated the feasibility of Penning trap mass measure-
ments of short-lived nuclides with HCI, a new measurement of 74Rb and its daugh-
ter, 74Kr, is planned at TITAN with charge states up to q ≈ 30+, reachable by a
more intense electron beam (Ie = 400 mA) in the EBIT. Such a new measurement
could provide knowledge of 74Rb’s QEC-value within 0.5 keV. Uncertainties of
half-life or branching ratio (BR) would then surpass the QEC-value’s contribution
to the ft-value’s error, stimulating new BR measurements. At this level of exper-
imental precision the uncertainty of the statistical rate function f of 74Rb would
be dominated by theory and not by the QEC-value [74, 75]. Perhaps most impor-
tantly, more stringent comparisons of conflicting theoretical models of δC similar
to [18] or the test presented in this work could challenge perceived consistencies
between a set of δC-calculations, experimental results, and the Conserved Vector
Current (CVC) hypothesis. Here, 74Rb, with its largest δC among all superallowed
β emitters, would carry particular weight were it not limited by the current preci-
sion in its QEC-value.
In addition to 74Rb, the masses of 75,76Rb as well as 74Ga were measured in the
present studies. The results are in agreement with the literature [14] lending further
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evidence to the accuracy of the technique and the experimental facility. However,
to take full advantage of HCI, it will be necessary to gain further improved control
over systematic effects. Work is underway to improve vacuum conditions of the
MPET further and avoid uncertainties associated with charge exchange of HCI with
residual gas. It has been demonstrated prior to this work that m/q dependent shifts
at TITAN for SCI are at the level of a few Parts-Per-Billion (PPB) [124, 205] and this
work supports the expectation that the same accuracy can be achieved with HCI.
Finally, the potential to resolve low-lying isomers with HCI in a Penning trap was
explored with 78m,78Rb. The studied 78mRb isomer is only 111.2 keV heavier than
the ground state. Despite a required resolving power of R ≈ 6.5 · 105, isomer and
ground state could be well separated even with short storage times for a single ion
of 100 to 200 ms. At another facility utilizing SCI, this had only been achieved by
longer storage times on the order of 1 s [213]. The conventional method is hence
not applicable for shorter-lived isomers, but they have now become accessible with
HCI.
In summary, Penning trap mass measurements of highly-charged, short-lived nu-
clides have been performed for the first time. This opens the door to unrivalled
precision with gains of 1-2 orders of magnitude depending on the charge state and
excitation scheme. This is essential for fundamental symmetries studies, such as
discussed here for the superallowed β emitter 74Rb. A new measurement of its
QEC-value is planned at TITAN aiming for precision of ∼ 0.5 keV and utilizing
a charge state q ≈ 30+. For nuclear structure and nuclear astrophysics, where
the experimental precision is already sufficient, this novel technique will reduce
the (total) measurement time and thus allows one to map the nuclear mass land-
scape more quickly. In addition, the same precision can be achieved for lower
production yields and/or shorter half-lives. Moreover, HCI provide opportunities
for unprecedented resolving power to identify and resolve isomers in a Penning
trap. This approach is particularly powerful for low-lying isomers with half-lives
in the order of 10’s to 100’s of milliseconds, which up to now could not be resolved
by the conventional method utilizing SCI. At this time, TITAN is unique in pro-
viding the possibility for high charge states in Penning trap mass spectroscopy of
radionuclides.
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Shedding light on the mercury mass discrepancy by weighing hg52+ ions in
a penning trap. Nuclear Physics A, 723:3 – 12, 2003. Available from:
http://www.sciencedirect.com/science/article/pii/S0375947403012284. →
pages 162

200

http://www-ap.gsi.de/conferences/DataAnalysis/R_Ringle.pdf
http://link.aps.org/doi/10.1103/PhysRevA.25.2423
http://link.aps.org/doi/10.1103/PhysRevLett.102.172501
http://www.sciencedirect.com/science/article/pii/S1387380608004247
http://link.aps.org/doi/10.1103/PhysRevA.40.6308
http://link.aip.org/link/?JPR/36/509/1
http://link.aps.org/doi/10.1103/PhysRevC.75.044303
http://www.sciencedirect.com/science/article/pii/S0375947403012284


[228] Philip M. Walker and James J. Carroll. Ups and Downs of Nuclear
Isomers. Physics Today, 58:39–44, 2005. Available from:
http://link.aip.org/link/?PTO/58/39/1, doi:10.1063/1.1996473. →
pages 163

[229] Philip Walker and George Dracoulis. Energy traps in atomic nuclei.
Nature, 399:35, 1999. → pages 163

[230] Ani Aprahamian and Yang Sun. Nuclear physics: Long live isomer
research. Nature Physics, 1:81, 2005. → pages 163

[231] B. Cheal, J. Billowes, M. L. Bissell, K. Blaum, F. C. Charlwood, K. T.
Flanagan, D. H. Forest, S. Fritzsche, Ch. Geppert, A. Jokinen,
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Appendix A

Further Details about the
Experimental Setup

A.1 Investigations regarding the PLT after the RFQ
As the Radio-Frequency Quadrupole (RFQ) is floated to a potential URFQ of a few
10’s of kV with respect to the rest of the beamline at TRIUMF’s Ion Trap for
Atomic and Nuclear science (TITAN), a Pulsed Drift Tube (PLT) is used in order
to set the transport beam energy of the ion bunches to Ekin = 1 − 2 keV (Sec-
tion 3.3.1). The Singly Charged Ions (SCI) are extracted from the RFQ and acceler-
ated into the RFQ which is initially biased to URFQ−Ekin/e. When the ions are in
the centre of the PLT, it is switched to ground potential and the ions leave the PLT

with a kinetic energy of Ekin.
The rate (called repetition rate) at which the ions are being extracted from the RFQ

is adapted to the half-life of the studied nuclides and ranges from 100 Hz to 1 Hz.
While the setting of the PLT bias voltage (URFQ − Ekin/e) should be independent
of the repetition rate, it was observed [119] that it needs to be adjusted by a few
volts depending on the repetition rate. Additionally, unreliability and failures of
the HV switch motivated a new investigation into the PLT setup.
The fast switching of the PLT after the RFQ is done by two Metal-Oxide Semi-
conductor Field-Effect Transistors (MOSFET)s in a push-pull circuit (HTS 201-01-
GSM manufactured by Behlke). This HV switch operates with voltage differences
of up to 20 kV and rise times below 100 ns. The circuit and setup of the HV switch
is shown in Figure A.1. Due to problems with the switch in the past, the serial
resistors at the inputs of the switch had already been increased from the recom-
mended 33 Ω to 100 Ω to limit cross currents between the +HV and the -HV leads.
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Figure A.1: HV switch setup to bring the PLT from maximal 20 keV to
ground potential.(a) is the a circuit diagram and (b) a photo of the setup.

Together with the capacitive load of 75 pF in the form of the PLT and a 130 Ω
resistor at the HV switch output, this increased the fall time when switching from
20 kV to ground potential to ∼ 200 ns. The rise time when switching from ground
potential back to HV is less critical as there are no ions in the PLT. When switching
to +HV, instantaneous charge is provided by a 1.5 nF capacitor which is recharged
by a HV power supply with a maximal current of 1.8 mA. A 1 MΩ resistor is in-
serted between the power supply and the rest of the circuit to limit the current well
below the 1.8 mA maximum of the power supply. Assuming an ideal HV switch
and power supply, the switching from ground back to +HV of the PLT can be de-
scribed by a doubled RC circuit shown in Figure A.2. At time t = 0 there is no
charge on the PLT, but the capacitor C2 is fully charged, Q2(t = 0) = −C2/V .
The circuit is governed by two time constants,

λ1,2 =
−
(
R(C1 + C2) +R1C1

)[
1±

√
1− 4RR1C2C2

(R(C1+C2)+R1C1)2

]

2RR1C1C2
. (A.1)
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Figure A.2: Circuit diagram representing the switching from ground poten-
tial to 20 kV (on the left) (+HV branch in Figure A.1) . The graphs on
the right show the current drawn from the power supply and the voltage
at the PLT. While the plots in the first row show changes in the first
100 ns, the row of plots at the bottom illustrate the long term (10 ms)
behaviour.

For R1C1 << RC2, the square root can be expanded and one obtains to lowest
order

λ−1
1 ≈ RC2(1 +

C1

C2
) (A.2)

λ−1
2 ≈ R1C1(1 +

C1

C2
). (A.3)

(A.4)

These are the time constants of each individual RC circuit modified by the ratio of
the two capacitors which is the consequence of the coupling between the two RC
circuits. The switching from ground to +20 kV of the PLT has hence a fast compo-
nent which represents the instantaneous charge provided by the larger capacitance
and the re-charging of C2 which is slower due to the current limiting resistorR. As
shown in Figure A.2 the fast component brings the PLT to about 19 kV within just
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(a) (b)

Figure A.3: Performance test of the PLT’s HV switch circuit with a high volt-
age probe (a). The measured signals are compared to calculations as-
suming an ideal switch in (b). The test has been done for switching
from ground potential to 3 kV.

50 ns. Then the slow time constant starts to dominate as new charge has to be pro-
vided by the power supply to charge up C2 and hence also C1, the PLT. The second
part takes several milliseconds. As seen in the insert on the bottom-right of Fig-
ure A.2, after 10 ms the voltage at the PLT is still 2 V short of the 20 kV. A change
in the ion’s mean kinetic energy by 2 eV or larger can indeed make a difference for
trapping at the Measurement Penning Trap (MPET). Hence, repetition rates of 100
Hz or faster will certainly be different in the optimal trapping conditions owing to
the PLT which is not charged up completely, when ions are extracted from the RFQ.

Measurements have been carried out to validate the assumption of an ideal switch.
The performance of the switch circuit was measured with a Tektronix P6015A 40
kV pk pulse scope probe which was brought into the circuit directly after the HV
switch. The test was performed at a 10 Hz repetition rate with an 80 % duty cycle.
Figure A.3 shows good agreement between measurement and calculation and con-
firms the description above.
In conclusion, repetition rates of 100 Hz and faster of ion extraction from the RFQ

lead in the current setup indeed to differences in the kinetic energy of ions for dif-
ferent repetition rates. Hence, for faster operation when switching to +20kV, the
current limiting resistor of 1 MΩ could be reduced because the maximal current
drawn from the power supply is about 1 mA in the present setup (see Figure A.2).

206



The power supply could provide currents up to 1.8 mA. However, these investiga-
tions cannot explain the observed differences in optimal measurement settings for
repetition rates of 50 Hz to 5 Hz.
In the course of the investigations the 1 MΩ resistor at the output of the HV switch
was identified as a cause for damage of HV switches in the past. A HV rated resis-
tor was inserted into the setup replacing the old unreliable one. Since then the HV
switch has worked properly.

A.2 More details on the beam transport
A basic description of the transport of ion bunches between different traps (i.e.
RFQ, Electron Beam Ion Trap (EBIT), and MPET) has been provided in Section 3.5.
This section explains further details about the beam transport setup at the TITAN

facility as used during the present measurements.
Upstream of the RFQ a pair of steerer plates (labeled as ‘beam gate’ in Figure 3.19)
adjusted the beam direction after the Isotope Separator and ACcelerator (ISAC)
beam was bent by 90o from the horizontal ISAC beamline into the vertically mounted
RFQ beamline. In order to control the injection of continuous beam into the RFQ,
the bias voltage of the pair of steerer plates could be switched to deflect the beam
and no ions could further reach the RFQ (Figure A.4). This was useful to set a
well-defined cooling time in the RFQ. Without an interruption of the beam injec-
tion, new ions could collide with already thermalized ions. Furthermore, the energy
distribution of the ions in the RFQ at the time of beam extraction could be wider
because a fraction of the ions would not yet have been in thermal equilibrium with
the buffer gas. Depending on the incoming beam intensity, the gate was typically
closed 1-10 ms prior to the ion extraction from the RFQ. Ions arriving during this
time were lost. Hence, for low yields the gate was not applied at all as the loss of
ions was more critical for the measurement than a potential larger energy spread.
After the ions were extracted from the RFQ, the PLT allowed one to set the kinetic
energy to 2 keV. Two electrostatic 45o benders directed the ion bunch from the
vertical to the horizontal TITAN beamline. A pair of quadrupoles corrected for the
beam aberration caused by the benders such that the beam spot on the horizontal
beamline was again circular. For better diagnostics, a Multi Channel Plate (MCP)
detector was installed after the first 45o (labeled MCP1 in Figure 3.19). MCP1 was
equipped with a phosphor screen attached to the anode. The phosophor screen
converted the secondary electrons from the MCP plates into visible light. Thus, at
sufficiently large number of ions in the ion bunch an image of the beam spot was
created which was read by a digital camera. After optimizing on beam intensity,
the quadrupole lens was adjusted to gain a shape of the beam image at MCP1 ac-
cording to the transfer matrix calculations of the TITAN beamline [234].
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Figure A.4: Schematic of the beam gate in front of the RFQ for controlled
injection times of ions from either ISAC or TITAN’s ion source. Either
the ISAC beam or the ion source is blocked completely by a source
cup or a gate valve. By switching the bias voltage of steerer plates
YCB3TOP and YCB3BOT, the steerer plates act as a beam gate. In the
configuration pictured on the left the ISAC is injected into RFQ, while
for the case on the right only a beam sent from TITAN’s ion source can
pass.

In the horizontal beamline, the further path of the ion bunch was guided by a
switchyard. For mass measurements of SCI the beam could pass straight towards
the MPET. When aiming for Highly Charged Ions (HCI), the beam of SCI was
bent by another 90o into the EBIT beamline. Between two 45o turns, there was a
quadrupole lens and MCP2 could be inserted for diagnostics. MCP2 had no phos-
phor screen, but it could be used for maximizing beam intensity. For better beam
diagnostics, a new MCP was added to the beamline in front of the EBIT (MCP3). Its
installation included a phosphor screen which was read out analogously to MCP1.
The pair of quadrupoles in the first 90 degree bend in the switchyard were set to
achieve a circular beam spot on MCP3. The procedure of the optimization of the
EBIT is presented in Section A.3, which involved MCP6 as the main diagnostics
tool. Once the ions were prepared to a high charge state in the EBIT, the ion bunch
was released from the EBIT and sent back to the switchyard. There, two subse-
quent 45o benders guided the beam into the MPET beamline, where MCP0 served
for transport optimization (as already explained in Section 3.5).
All preparations were done with beam from TITAN’s surface ion source which pro-
vided the stable Rb-isotopes in their natural abundances of 72% of 85Rb and 28%
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of 87Rb. The whole setup could be adapted to other masses by scaling all timings
such as the EBIT trapping time or the time when the PLT after the RFQ had to be
brought to ground potential. Independently of the mass, any ion species reached
the same energy through the collision with the buffer gas in the RFQ and was re-
accelerated by the same electrostatic potential. Hence, a certain timing for an ion
with mass number A1 is related to the calibration mass A2 by t1 = t2 ·

√
A2/A1

with t1 referenced to the RFQ extraction trigger. Analogously, any timing of HCI

sent from the EBIT followed the same equation when Ai was substituted by Ai/qi
with qi being the charge state. This relationship was also used for identifying m/q
in Time-Of-Flight (TOF) spectra such as Figure 3.16. For better reliability of the
scaling law, the preparation previous to the measurement was done with a m/q
close to the one of the measurement itself. Particularly, with HCI of elements with
larger atomic number Z the integer changes in q in m/q became smaller and a
charge state in close proximity to the desired m/q could always be found.

A.3 Optimization of EBIT injection, trapping, and
extraction

In its application to rare isotopes, the efficiency of the charge breeding is of prime
concern. Good overlap of the electron beam with the trapped ions is equally im-
portant as minimal losses during the injection and extraction of ions in the EBIT.
Here, the optimization of the EBIT injection and extraction is described as it was
done in preparation of the present studies.
A preliminary injection tune into the EBIT was achieved without an electron beam
or an applied trapping potential. The electron gun was retracted and provided space
to insert MCP4 (see Figure 3.19) which was equipped with a phosphor screen. The
optics elements along the EBIT beamline as well as the last benders influenced
the injection trajectory. Ideally, the ion and electron beam should each be injected
along the magnetic axis of the EBIT. In an off-axis injection, the ions circled around
the field axis. In principle, these trajectories should be visible on the phosphor
screen of MCP4 in the form of a ring as described in [2], while on-axis injection
should result in a point. However, this method was found to be not accurate enough
and was further complicated by that fact that the injection was different without and
with electron beam. Once a preliminary injection setting was found with the help
of MCP4, the electron beam was turned on and provisional voltages were applied
to the EBIT drift tubes (see Figure A.5). The central drift tube, where ions would
be trapped later, was slightly below the beam energy to remove most of the ions’
kinetic energy. The injection was then fine-tuned in three steps.
First, the trap was kept closed all the time. Thus, the ion bunch could not enter into
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excellent vacuum condition at the cryogenic trap region.
Helium- and neon-like charge states of heavier isotopes
are typically located in a narrow region of the TOF spec-
trum, where hydrogen-, helium-, and lithium-like resid-
ual gas ions accumulate (between the intense peaks with
mass-to-charge ratios of 2 and 4). Performing experi-
ments on ions in lower charge states makes it more likely
to have uncontaminated isotopes available, since residual
gas ions are separated by large TOF differences in this
region. As can be seen in Fig. 2(b) 87Rb7..10+ appears in
a gap of almost 10µs between 16O2+, 14N+. This sim-
ple but not desirable way of bypassing contaminations
also keeps charge breeding times (tbreed) low and can
be favorable when the nuclei’s half-lives are extremely
short11. Fig. 2(b) and (c) show that the amount of resid-
ual gas ions is fairly independent of the injected isotope
and relatively more harmful to isotopes with low produc-
tion rates.

Cleaning of residual gas by coupling a rf-dipole field
to the EBIT’s trap electrodes is possible9, but not very
selective as the magnetic field of the superconducting
Helmholtz-coils is not homogeneous enough and the pres-
ence of the electron beam leads to strong distortions of
the pure cyclotron motion.

Evaporative cooling can be exploited for cleaning and
it is especially adequate for HCIs13 since cooling rates
scale with q4. Furthermore, ions in low charge states
(i.e. favorably low masses) experience weaker confine-
ment and therefore higher escape probabilities. At the
TITAN-EBIT evaporative cooling is realized by ramping
up the voltage on the central drift tube after SCI injec-
tion from the RFQ, thereby creating an increasingly shal-
low axial trapping potential during the charge breeding
process. This voltage ramp is produced by a high volt-
age amplifier (model TREK 20/20C), which is controlled
and synchronized to the measurement cycle via an ar-
bitrary function generator (Tektronix AFG 3022B). Re-
duced intensities of residual gas of low charge state ions
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FIG. 3. (color online) Sketch of the trap structure (top) and
the potential shape following from typical voltage settings
(bottom). The two end caps can be switched between two
voltages for capturing the injected SCIs and extracting HCIs.
The potential on the central DT can be ramped up during
the charge breeding process which preferentially pushes low
mass ions (residual gas) out of the trap.

have already been observed and systematic and quanti-
tative investigations will follow soon.

D. Penning Trap Vacuum

HCIs are much more likely to undergo QX upon the in-
teraction with residual gas in comparison to SCIs. There-
fore the MPET vacuum was improved by baking the
trap, the vessel, and the detector section to temperatures
around 200 ◦C. In addition an ion getter pump which is
mounted below the detector chamber was recently com-
missioned and is now operational. Vacuum pressures
measured in this section went below scale (<2 10−11 Torr)
and can be taken as good indications for an improved
vacuum at the trap center.

III. MEASUREMENTS

A. HCI Accumulation

At TITAN the isotopes half-lives or QX can be the
limiting factor for the maximal measurement time (trf )
in the MPET and correspondingly for the precision of
the mass measurement. Generally, higher charge states
appear after longer (tbreed) while trf will have to be kept
shorter. If tmax

rf < tmin
breed valuable measurement time is

sacrificed. For long-lived nuclei a charge breeding scheme
was tested, which enables to deliver high charge states at
intervals shorter than tbreed. Well defined bunches can
be created by kicking out ions with the end cap on the
electron gun side as illustrated in Fig. 3. After such an
extraction charge breeding will continue for the remain-

FIG. 4. TOF spectra of the EBIT at 1.5 keV trans-
port energy, 70 mA/2 keV electron beam current/energy, and
tbreed ≈195 ms; (a) comparison of the normal breeding scheme
displaying the 84Kr charge state distribution achieved after
195 ms to the accumulation scheme, where the trap is not de-
pleted and reset before the next SCI injection, (b) separation
of the two isobars 71Ge and 71Ga by breeding to the neon-like
charge state.
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have already been observed and systematic and quanti-
tative investigations will follow soon.
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fore the MPET vacuum was improved by baking the
trap, the vessel, and the detector section to temperatures
around 200 ◦C. In addition an ion getter pump which is
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and can be taken as good indications for an improved
vacuum at the trap center.

III. MEASUREMENTS

A. HCI Accumulation

At TITAN the isotopes half-lives or QX can be the
limiting factor for the maximal measurement time (trf )
in the MPET and correspondingly for the precision of
the mass measurement. Generally, higher charge states
appear after longer (tbreed) while trf will have to be kept
shorter. If tmax

rf < tmin
breed valuable measurement time is

sacrificed. For long-lived nuclei a charge breeding scheme
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intervals shorter than tbreed. Well defined bunches can
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Figure A.5: Schematic of the EBIT drift tubes (top) and their potentials (bot-
tom) for injection and trapping during the charge breeding of neutron-
deficient Rb- isotopes. The procedure for the optimization of the ion in-
jection is shown in (1) to (3). Electrode structure modified from [235].

the trap region, but was reflected at the drift tube which was used as the end cap on
the electron collector side (Figure A.5(1)). In this manner the ion beam spent lit-
tle time interacting with the electron beam which simplified the tuning procedure
and virtually all ions remained singly charged. While the ions were in the EBIT

region, voltages applied to x-steerers next to the switchyard in the EBIT beamline
were switched in their polarity such that the reflected ion beam entered into a 45o

bender to turn the beam onto MCP6 (see Figure 3.19). Hence, MCP6 could be used
for diagnostics of the injection. Critical components of the EBIT setup were two
Sikler lenses [236]. As the last optic elements before and the first (and only) in
the magnetic field, their capability for x- and y- steering as well as focusing in the
same compact unit was advantageous. A sketch of a Sikler lens is presented as an
insert of Figure 3.19.
In the second step, the potential on the first end cap of the EBIT was lowered and
the ion beam was reflected at the second end cap electrode (Figure A.5(2)). The
interaction time of ions passing through the electron beam was still too short to
make electron-impact ionization of the ions significant. Once a good signal of the
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reflected ion bunch was seen on MCP6, the ions could be trapped in a last step (Fig-
ure A.5(3)). The optimal moment to close the trap was considered to be the time
when the ions were reflected on the second end cap. Because of the equal path
length from MCP2 to the EBIT and from there to MCP6 (compare Figure 3.19), this
time could be inferred from tcapture = (tMCP6 − tMCP2)/2. Here, tMCPi was the
TOF from the extraction from the RFQ to the respective MCP. The last optimization
of injection was done by trapping the ions in the EBIT. Initially, they were trapped
for a few milliseconds but after each optimization round, increasingly longer. For
breeding times only lower charge states were populated by the charge breeding.
Injection and extraction setup were in such an opimization mode dependent from
each other and could only be improved together. In principle, one would expect
that the settings for injection and extraction along the EBIT beamline should (apart
from the x-steerer next to the switchyard) be identical as the beam optics should
be independent of m/q. However, in practice steering settings for injection and
extraction drifted apart. This was likely due to the re-thermalization of the ion
bunch in the EBIT to a different energy [2] and the presence of residual magnetic
fields. During the preparation, each optical element along the EBIT beamline was
once controlled by a HV switch to provide different optics parameters for injection
and extraction. For those elements which showed significant differences between
injection and extraction the HV switch was kept in the setup. In the end, these el-
ements were the Sikler lens in front of the EBIT as well as the vertical steerer right
next to the switchyard. Hence, at this position both x- and y-steerers were switched
to their optimal EBIT injection and extraction values.
Since the influence of the electron beam on the injection was found to be impor-
tant, it was necessary to start with a small electron beam current of 1-2 mA. When
optimal settings had been found, the beam current was increased further in small
steps and the three tuning steps described above were repeated. During the online-
measurement, the EBIT was operating at an electron beam current of 10 mA. As
the space charge potential of the electron beam modified the electrical force ex-
perienced by the ions, the potential of the drift tubes had to be readjusted with
each increase of the electron beam. The final applied potentials are shown in Fig-
ure A.5.1

The magnetic field of 3 T was used at the EBIT throughout the entire measurement.
A higher field would compress the electron beam more and higher electron densi-
ties would result in faster charge breeding assuming good overlap between electron
beam and ions. However, a smaller electron beam size also made it more difficult
to find this geometrical overlap. A field of 3 T was considered a good compromise

1After the described measurements, the procedure has been changed. Owing to more experience
with the setup the optimization now usually starts with the desired electron beam current.
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2.2. Beam preparation: the radio-frequency quadrupole (RFQ) cooler and buncher
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Figure 2.4: Top: Schematic sideview of TITAN’s RFQ which is composed
of four 24-segmented rods that create a longitudinal trapping potential. A
well allows for beam accumulation and subsequent bunching. A square-
wave RF is applied to the opposite segments to provide radial confinement.
Bottom: Schematic potential distribution for accumulation (solid line) and
bunch extraction (dashed line).

beam with �99% = 50 π mm mrad transverse emittance at 60 keV energy
[Smi08a]. The transverse emittance of the beam leaving the RFQ is ap-
proximately �99% ≈ 10 π mm mrad at 1 keV. The measured full width half
maximum (FWHM) of the beam energy spread at this energy is typically
around 6 eV [Cha09].

The typical buffer gas used to cool the beam is helium, due to its inert
nature and light mass allowing favorable momentum transfers for efficient
energy spread dissipation. However, for the 6,8He mass measurements the
beam was cooled using hydrogen to avoid resonant charge exchange reac-
tions. Figure 2.4 shows that the TITANs RFQ is composed of a four rod
structures on which a radio-frequency quadrupolar field is applied to create
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Figure 13: Extraction optics of the TITAN RFQ. An ion pulse accelerated to 1 keV lon-
gitudinal kinetic energy before entering a pulsed drift tube. The potential on the tube
is then switched using a push-pull switch such that the ions leave the tube at ground.
The ions are subsequently focused so that they pass through a 5mm differential pumping
aperture using an Einzel lens placed half way between the RFQ and the aperture.

delivered vertically to either the measurement Penning trap [53] or electron
beam ion trap [25] (see Figure 5). The twenty four RFQ electrodes, including
injection and extraction optics, are illustrated in Figure 14. This figure also
displays the drag potential applied in forward extraction (top schematic).

3.4. Reverse Extraction of Cooled Bunches

The symmetric arrangement of electrodes inside the TITAN RFQ (see
Figure 10) allows one to apply a mirror drag potential to the RFQ electrodes.
In this case, ions are cooled in collisions with the buffer gas but instead
of being dragged through the RFQ in forward direction, they are collected
at the potential minimum at the entrance of the RFQ. Figure 14 (bottom
schematic) displays the applied drag potential for reverse extraction and as
a comparison, also the field applied during forward extraction. This cooled
ion bunch can then be extracted towards the ISAC beam line. Following
extraction, the ions are accelerated towards the ground potential of the beam
line since no pulsed drift tube is installed at the entrance side of the RFQ.
Passing two 45◦ electrostatic benders, the bunched and cooled ion pulse is
then sent towards the laser spectroscopy beam line. So far, several stable
and radioactive isotopes (e.g. 6,7Li, 23Na, 74,78,85,87Rb) have been extracted
from the RFQ in reverse direction. A detailed description of the on-line laser
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2.5. The mass measurement Penning trap
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Figure 2.10: a) Illustration of the TITAN Penning trap electrode configura-
tion formed by the hyperbolic ring (1), end cap electrodes (2), tube (3) and
guard (4) correction electrodes. The RF is applied on (4). b) Application
of a quadrupolar excitation on the correction guard electrode ((4) in a).

electrode structure. The trap is composed of two hyperboloids of revolution
forming one ring (label (1) in figure 2.10) and two end cap electrodes (2).
The ions are axially trapped by a harmonic quadrupole electrostatic poten-
tial produced by a potential difference, V0, between the ring and the end cap
electrodes, as shown in figure 2.10. Some anharmonicities in the trapping
potential are introduced by the holes in the end-cap electrodes and by the
finite size of the hyperbolic electrodes. Two sets of correction electrodes
(labeled (3) and (4) in figure 2.10), are used to compensate for higher-order
electric field components (for more detail see section 3.3). The radial con-
finement is provided by a magnetic field B. Figure 2.10 (b) shows how the
quadrupolar excitation necessary for the mass measurement by TOF-ICR
technique is applied on the segmented correction guard electrode (see section
2.4.4 for more details).

2.5.3 Ion motion in an ideal Penning trap

In order to understand how mass spectrometry using a Penning trap is
performed, one first needs to study the ion motion in such traps. In this
section we derive the equations of motion for a charged particle in a Penning
trap. We present the different eigen motions and calculate the energy of
charged particle in a Penning trap.

In the trap, the ions are affected by the force generated by the quadrupo-
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Abbildung 4.24: (links) Nach einem schrägen Schnitt durch eine hohlzylinder-förmige Elektrode entstehen

zwei Elemente. Mit unterschiedlicher Spannung beaufschlagt können Ionenstrahlen mit geringsten Abbildungs-

fehlern in einer Ebene abgelenkt werden. Führt man 90◦ verdreht dazu (oben Mitte) den gleichen Schnitt

nochmal durch und (oben rechts), so entstehen vier Elemente (unten Mitte). Teilt man das mittlere Segment

einer Einzellinse auf diese Weise (unten rechts), so entsteht ein extrem kompaktes elektrostatisches Element,

das die Richtungskorrektur und Fokussierung von Ionenstrahlen (allg. geladene Teilchenstrahlen) ermöglicht: die

sogenannte Steerer-Lens oder Sikler-Linse. Der Einbau mit 45◦ Verdrehung zu den Schnittlagen (rechts unten)

sorgt dafür, dass die einzelnen Elemente wie zwei Ablenk-Plattenpaare angesteuert werden können (oben, unten,

links, rechts).

Wie aus Abbildung 4.18 ersichtlich erfolgt die Separation der Ionen nach Ladungszustand

nicht in der Ablenkebene des Ionenstrahls, sondern normal dazu. Das hat zwei Gründe: (i)

Die Energie-dispersive Ebene des elektrostatischen Ablenkers und die Geschwindigkeits-

dispersive Ebene des Wien-Filters werden damit entkoppelt. (ii) Das nicht vernachläs-

sigbare Magnetfeld der supraleitenden Spulen der FLASH-EBIT hat in diesem Bereich

Komponenten in x- und z-Richtung (Wien-Filter Koordinaten). Die z-Komponente (x-

Komponente wegen v̂ = x̂ in erster Ordnung ohne Auswirkung) führt nach der elektrosta-

tischen Ablenkung zu einer unerwünschten geringfügigen Ladungszustand-Separation. Die

vorliegende Orientierung des Wien-Filters erlaubt eine bessere Kompensation dieser Effek-

te. Auf der Strecke zwischen dem elektrostatischen Ablenker und dem Wien-Filter skaliert

die Abweichung von der geradlinigen Flugbahn in y-Richtung zunächst quadratisch und

dann erst linear mit der Entfernung vom Ablenker (siehe Anhang, Seite 146). Um die Aus-

wirkungen des FLASH-EBIT-Magnetfeldes auf die Ionentrajektorien möglichst gering zu

halten sollte der Wien-Filter daher möglichst nah am Ablenker positioniert werden. Nach
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Figure A.6: Hierarchy of experimental control with Programmable Pulse
Generators (PPGS).

between these conflicting interests.

A.4 Measurement control system
The architecture of the experimental control system is explained in Figure A.6. Its
core is three Programmable Pulse Generators (PPGS) which each regulate the main
time-dependent functionalities of the RFQ, EBIT, and MPET. The MPET PPG acts
as the master PPG. It provides an external trigger to the EBIT PPG which on its
own triggers the RFQ PPG. As discussed in Section 3.7.3, the mass measurement
in MPET involves Radio-Frequency (RF)-scans in order to map a resonance around
the ion’s cyclotron frequency νc = 1/(2π) · qB/m. For each ion bunch one fixed
frequency is applied. At TITAN, one frequency scan ramps over 41 or 21 frequency
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and charge breeding. The signal names (e.g. M2) refer to the names
given in Figure A.6. Timings on the x-axis are not to scale.

steps each of which requires one ion bunch. A measurement run consists of multi-
ple frequency scans. The MPET PPG loops through a whole measurement run (see
also Figure A.7). For each ion shot the EBIT and RFQ PPG are triggered one time
each. RFQ ion accumulation, charge breeding in EBIT, and the measurement in
the MPET are done in parallel. When the measurement at MPET of one ion bunch
is completed at the MPET, the MPET PPG requests a new ion shot from the EBIT.
Then, the EBIT PPG on its turn transfers the next ion bunch from the RFQ into the
EBIT. This consecutive order means that for the first ion bunch of a measurement
run no ions are stored in the MPET. If the beam gate in front of the RFQ is used,
the second shot into the MPET is without ions of interest, as well. Figure A.7 gives
deeper insight into the time intercorrelation of the individual pulses between dif-
ferent PPG as well as the timings of measurement control signals. Both EBIT and
MPET PPG receive their time standard from a 100 MHz clock which is itself syn-
chronized by a Rubidium frequency standard (Figure A.6). The RFQ PPG is inside
a Faraday cage which hosts all electronics of the RFQ and is hence floated to the
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RFQ bias. For simplicity, the RFQ PPG runs on its own 25 MHz clock which is
currently not synchronized to the 100 MHz master clock. This results in a jitter
between RFQ and EBIT PPG signals. It was measured to be approximately 60 ns,
which is acceptable. Other communications from and to the inside of the Faraday
cage such as the external PPG trigger are done via fibre signals.

A.5 The MPET vacuum
This section describes the work on the MPET vacuum system to improve the quality
of the vacuum to minimize charge exchange of HCI with residual gas in the MPET.
The pressure in the MPET section before working with charge bred ions (prior to
summer 2009) was ∼ 2 · 10−9 mbar.2 A first improvement of the vacuum could be
achieved by baking an ion pump at ≈ 200o C while it was connected to the rest of
the setup. The ion pump itself was not operating at this time, but its large surface
area added significantly to the outgassing rate. The pressure after the bake-out of
the ion pump was ∼ 8 · 10−10 mbar.
As discussed in Section 3.7.8, charge exchange remained a significant challenge
at this pressure. The quality of the vacuum was improved along several lines.
A first attempt to moderately raise the temperature of the MPET vacuum tube in
the bore of the superconducting magnet itself failed. Keeping tube and ion pump
initially at 40oC for several days and later at 60 oC for a full week to increase the
outgassing rate did not have any effect on the pressure when cooling down to room
temperature again. In a next step, the titanium tube housing the MPET setup (see
top of Figure 3.32) was retracted from the magnet bore and installed at a dedicated
baking setup shown in Figure 3.36. The MCP detector was removed during the
baking. The initial pressure before raising the temperature was ≈ 8 · 10−9 mbar.
The development of the pressure during and after the baking is documented at the
bottom of Figure 3.36. The centre of the tube was brought to temperatures of
up to ≈ 230o C. The final pressure in the baking setup recorded about 3 weeks
after the end of the baking was ≈ 5 · 10−11 mbar- an improvement by more than
2 orders of magnitude. Ion gauges on both sides of the tube (see Figure 3.36)
measured about the same pressure indicating that the pressure in the trap itself
could be characterized by a similar value. Opposed to the success of an improved
vacuum, the expansion and contraction of wires inside the tube during the baking
led to a few shorted electrical circuits and a loss of an electrical connection to one
electrode. All modifications to the wiring system which had to be carried out are

2Please note that this is not necessarily the pressure in the trap itself. The pressure was measured
with an ion gauge which is in the same cross as a turbo molecular pump. All pressures in the MPET
vacuum section were, if not otherwise stated, measured at the same position and are at least a sign of
relative improvements.
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Figure A.8: Diagram of the vacuum system for the MPET. MPET, the detec-
tor for TOF, and the ion pump can be separated by valves. The ab-
breviations stand for ion valve (IV), gate valve (GV), backing valve
(BV), venting valve (VV), ion gague (IG), convectron gauge (CG),
turbo pump (TP), and backing pump (BP). To maintain the UHV in
the MPET itself the valves MPET:IV3 and also MPET:GV4 are usually
open. When MPET:IV3 has to be closed, the MPET section is pumped
from the other side when MPET:IV0 is open.

documented in [211].

A.5.1 Hardware upgrade for MPET vacuum
The initial vacuum system around MPET consisted of one large volume contain-
ing the MPET structure, the MCP detector, and the ion pump. The main drawbacks
of this setup were twofold. First, any need for repair on the MCP detector would
require venting the full section. Considering that the MPET, the PLT, etc. are es-
sentially pumping restrictions it takes a few weeks before pumping of the MPET

section reaches its base pressure again. In this configuration, any detector failure
could have led to the cancellation of an online experiment as a quick repair is not
feasible. Furthermore, by venting the system, the large surface area of the ion
pump could be saturated again, requiring another bake-out of the ion pump. As
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Figure A.9: Rendered technical drawing of the new optic elements on the
extraction path to guide the ions to the new position of the MCP. A
Daly detector is shown which has also been installed in the same 8”
6-way cross.

a second drawback, a separate baking of the ion pump was not possible because
the ion pump could not be enclosed by a valve in a separate vacuum chamber for
baking.
A new vacuum system as outlined in Figure A.8 was designed as a remedy to these
shortcomings. The MCP detector which used to be installed at the end of the mag-
net bore (compare with Figure 3.32) is moved back into what is now called the
detector cross. By closing the valves MPET:IV3 and MPET:GV4 it can be sepa-
rated from the trap vacuum and from the ion pump. Hence, detector repairs can
be done without venting the other vacuum sections. The vacuum chamber of the
detector cross is small and after venting a reasonable pressure (∼ 10−9 mbar) can
be reached by pumping overnight. The 500 l/s turbo molecular pump (MPET:TP1)
has previously not been part of the MPET vacuum setup.
The new position of the MCP detector required additional beam optics elements of
which a model is shown in Figure A.9.3 This setup also includes an MCP-based
Daly detector [209, 210]. A detector in addition to the primary MCP detector pro-
vides an immediate alternative detection system for the TOF measurement in case
of a detector failure. A Daly detector further has the advantage of increased detec-
tion efficiency and reduced damage due to radiation and heavy ion impact.
All new parts were cleaned and assembled following strict UHV procedures de-

3The majority of the new beamline optics has been designed previous to this work.
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Figure A.10: Baking of the detector cross and the new beam optics elements
along the extended extraction path. The picture on the right shows all
heating and diagnostics devices before being wrapped in Al-foil and
insulating material. The graphs on the left display temperatures and
pressure during the baking.

veloped within the TITAN group [237]. Before their final installation, the detector
cross including the detector setups (but without the MCPs) as well as the new op-
tic elements were baked at temperatures above 200o C (see Figure A.10). After
reducing the temperature to room-temperature, the pressure fell quickly below the
detection limit of the ion gauge (≈ 2 · 10−11 mbar).4

Finally, the section housing the ion pump was baked in two steps. First, sealed by
a blind CF flange instead of the valve MPET:GV4 it was heated to temperatures
above 200o C at which it stayed for about a week. After the baking, the pressure
quickly went below the detection limit of the ion gauge. After venting with N2 and
connecting the section to the valve MPET:GV4, it was baked a second time but at
lower temperature (< 200o C ) as recommended by the manufacturer of the gate
valve. The valve was closed during the baking. The aim of this two-step process
was to remove any oil molecules in the ion pump section during the high tempera-
ture baking. Any water entering the section after the venting and installation to the

4The reliability of an ion gauge at these low pressures in the ∼ 10−11 mbar range is, however,
debatable.
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rest of the MPET vacuum setup would be pumped out during the second bake-out
at lower temperature.
In the final setup, i.e. with all valves open but with the ion pump turned off, the
pressure during the mass measurement of the neutron deficient Rb was≈ 6 · 10−11

mbar measured at the ion gauge MPET:IG1. Later, when the ion pump was first
tested, the pressure came down further and eventually went off-scale at the ion
gauge. Hence, all these combined efforts improved the vacuum by 2 orders of
magnitude in comparison to summer 2009 (when the pressure was measured on
the same position). When MPET:IGX in the detector cross was briefly turned on,
its pressure reading indicated ≈ 5 · 10−11 mbar.
The current vacuum system has nevertheless a few shortcomings which need to
be addressed in the future. Neither the MPET vacuum chamber nor the detector
cross house their own ion gauges. These would be critical for proper interlocks re-
garding the separating vacuum valves and the power supplies for biasing detectors,
trap, and beamline optics. In principle an ion gauge is part of the detector cross
(see MPET:IGX in Figure A.8). However, it was found to interfere with the MCP

detector. When the ion gauge was turned on, an overwhelming background rate
of ≈ 15 kHz was registered at the MCP detector. Even moving the ion gauge out
of direct sight of the MCP and the installation of a electrostatic barrier [238] for
positively and negatively charged particles did not fully solve the problem.
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Appendix B

Derivation of the Covariance
Matrix due to Shared Reference
Measurements

In the evaluation of individual frequency ratios R between the cyclotron frequency
of the ion of interest and the reference ions (Equation 3.49), correlations between
pairs of R are introduced due to shared references (compare Section 4.2.2). As
shown in Figure B.1 there are two scenarios in which two measurements of the
ion-of-interest share either one (Figure B.1a) or two (b) reference measurements.
In the latter case, two or more measurement runs of the ion-of-interest are recorded
between the same reference measurements.
Following the notation in Figure B.1a, the time periods between a measurement of
the ion of interest and its neighbouring reference are

∆Tj = Tj − tm
∆tj = tm+1 − Tj . (B.1)

Then, the interpolated cyclotron frequency of the reference at the time of the mea-
surement run of the ion of interest is

f j =
1

∆tj + ∆Tj

(
fm+1 ·∆Tj + fm ·∆tj), (B.2)

from which a frequency ratio

Rj =
f j
νj

(B.3)
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Figure B.1: Correlations in frequency ratios due to shared references. Two
frequency ratios Rj and Rj+1 correlated either by one (a) or two (b)
common reference measurements.

is obtained. Since in Figure B.1a both Rj and Rj+1 are according to Equation B.2
dependent on the measured cyclotron frequency fm, Rj and Rj+1 are statistically
correlated. Assuming Gaussian uncertainties, the required error propagation for
the weighted average of R relies on the covariance matrix

Vij = cov(Ri, Rj) =
∑

k,l

∂Ri
∂fl

∂Rj
∂fk
· cov(fl, fk) +

(∂Ri
∂νi

)2
σ2
νi · δij , (B.4)

where σνi is the measurement uncertainty on νi. Since all reference measurements
themselves are statistically independent from each other, the covariance matrix
between fl and fk is diagonal and equal to cov(fl, fk) = δlk · σ2

fk
. Inserting

Equation B.3 and Equation B.2 into the last equation yields the covariance matrix
for the frequency ratios.
For the diagonal elements, one obtains

V(j)(j) =
1

ν2
j (∆Tj + ∆tj)2

(
σ2
fm+1

·∆T 2
j + σ2

fm ·∆t2j
)

+

(
Rj
νj

)2

σ2
νj (B.5)

while the correlation between frequency ratios according to Figure B.1a is

V(j)(j+1) =
1

νjνj+1(∆Tj + ∆tj)(∆Tj+1 + ∆tj+1)
∆Tj ·∆tj+1.σ

2
fm+1. (B.6)
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Finally for two frequency ratios which are based on the same two reference mea-
surements such as in Figure B.1b, the correlation is

Vij =
1

νiνj(∆Ti + ∆ti)2

(
∆Ti ·∆Tj .σ2

fm+1
+ ∆ti ·∆tj .σ2

fm) (B.7)

From there, the weighted average over all individual frequency ratios is calculated
to

R =

∑
i,j(V

−1)ijRj∑
i,j(V

−1)ij
(B.8)

with an uncertainty of

σR =

√
1∑

i,j(V
−1)ij

. (B.9)
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