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A B S T R AC T

In the early days of nuclear science, physicists were astounded that specific ”magic”
combinations of neutrons or protons within nuclei seemed to bind together more
tightly than other combinations. This phenomenon was related to the formation of
shell structures in nuclei. More recently, nuclear shells were observed to emerge or
vanish as we inspect nuclei further from stability. The structural evolution of these
changing shells has been the object of intense experimental investigation, and their
behavior has become a standard ruler to benchmark theoretical predictions.

In this work, we investigated the emergence of shell effects in systems with 32
neutrons (N = 32) using mass spectrometry techniques. Evidence for ”magicity”
was observed in potassium (with 19 protons, or Z = 19), calcium (Z = 20) and
scandium (Z = 21), but not in vanadium (Z = 23) and higher-Z elements. In
between, the picture at titanium (Z = 22) was unclear.

We produced neutron-rich isotopes of titanium and vanadium through nuclear
reactions at the ISAC facility and measured their atomic masses at the TITAN facil-
ity, in the TRIUMF Laboratory in Vancouver. These measurements were performed
with the newly commissioned Multiple-Reflection Time-of-Flight Mass Spectrome-
ter at TITAN facility and were substantiated by independent measurements from
the Penning trap mass spectrometer. The atomic masses of 52−55Ti and 52−55V
isotopes were measured with high precision, right at the expected emergence of
N = 32 shell effects. Our results conclusively establish the existence of weak shell
effects in titanium and confirm their absence in vanadium.

Calculations of the N = 32 nuclear shell are within reach of the so-called ab
initio theories. In these, complex atomic nuclei are described theoretically from
fundamental principles, by applying principles of Quantum Chromodynamics to
many-body quantum methods. Our data were compared with a few state-of-the-art
ab initio calculations which, despite very successfully describing the N = 32 shell
effects in Ca and Sc isotopes, overpredict its strength in Ti and erroneously assign
V as its point of appearance. We hope the deficiencies revealed by our work will
guide the development of the next generation of ab initio theories.
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L AY S U M M A RY

Protons and neutrons inside the atomic nucleus organize themselves in structures
that resemble the shells of an onion. Specific combinations of protons or neutrons
are known to form closed shells, which grant remarkable stability to the nucleus
and leave imprints on its mass and other properties. However, these shells may
harden or soften if the number of neutrons is too different from the number of
protons.

We observed the ”hardening” of a nuclear shell formed by 32 neutrons by pre-
cisely measuring the masses of rare nuclei. We discovered that this shell does not
form when the nucleus has 23 protons or more but is weakly present with 22 pro-
tons. The extreme imbalance between protons and neutrons required for shell for-
mation makes this case a good test bench for nuclear theories. We tested the predic-
tions of a few modern theories, which slightly differ from our results. We hope our
work will guide future theoretical developments.

iv



P R E FAC E

The material presented in this thesis is the result of the collaborative work involv-
ing many people. The TITAN facility at TRIUMF Laboratory has been in operation
since 2007. It has been maintained by the TITAN Scientific Collaboration which has
members from several Canadian universities and has partners from many interna-
tional institutions. Many of the techniques and devices employed in this thesis were
developed over the years by several members of the collaboration. In the following,
I list all the individual contributions relevant to the work presented in this thesis:

• From Summer 2016 to Summer 2019, I lead the working group of the Mea-
surement Penning Trap (MPET) mass spectrometer. I was responsible for its
maintenance, operation, preparation for experiments, and upgrades.

• The planning and coordination of the experiment herein described was done
by me and M. P. Reiter.

• The preparation and operation of the MPET mass spectrometer before and dur-
ing the experiment was done by me, R. Steinbrügge and A. A. Kwiatkowski.
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1 I N T RO D U C T I O N

Physical Sciences’ ultimate ambition is to understand nature through the precise
language of mathematics. Therefore, increments on the predictive power of theories
through enhanced calculation tools and refined models is the fundamental product
of physicists’ work.

One remarkable example of the outcomes of such endeavor is the theory referred
to as Quantum Electrodynamics (QED), the quantum field theory of the electro-
magnetic force. It is currently known as the most successful theory in the field of
physics, providing accurate predictions of humankind’s most precise measurements
of physical phenomena to date [1, 2, 3].

The outstanding predictive power of QED is a result of earlier developments of
electromagnetism and quantum mechanics, but it is not the only result. Nowadays,
the modeling of complex molecular processes derived from the very first princi-
ples of the same scientific framework is widely and routinely applied in chemistry,
molecular and solid-state physics, pharmaceutical sciences, material development
and nanotechnology [4, 5, 6].

Nuclear science, the field describing phenomena involving the ”strong” force, still
does not have the same fortune. After more than one hundred years of studying the
atomic nucleus, we are still seeking a theory that explains the behavior of all nuclear
matter. Theoretical frameworks derived from fundamental principles, also known
as ab initio (i.e. ”from the beginning”, in Latin), are already a reality in nuclear sci-
ences. However, they are far from having a similar success as in electromagnetism.
If developed, they could have an enormous scientific and technological impact. Not
only by enabling the development of reliable models for applications, such as in
medical imaging, radiopharmaceuticals, energy generation and radioactive waste
management, but also accurate understanding of the behavior of nuclear matter
may fill critical missing pieces in our understanding of the origin of elements [7], of
the origins of life [8, 9] and of other fundamental subatomic interactions [10].

The story of this thesis is the story of another piece in our ongoing collective quest
to paint such an unerring mathematical portrait of the atomic nucleus. I describe
our efforts to provide precision mass spectrometry data of very rare isotopes that
are of high value to understand particular nuclear structure behaviors. The new
data is used to evaluate the performance of a few state-of-the-art nuclear ab initio
theories. Ultimately, we give guidance on which approaches are best suited to
explain the data and where they must be improved.
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In this introductory chapter, I start with a short overview of the research on
nuclear interactions and how we arrive at the current methods of describing nuclear
matter from first principles. Then, I motivate the need for mass spectrometry data
and its intimate relationship with the study of the nuclear structure, focusing on
the specific behaviors that are relevant to this study. Finally, I conclude the chapter
stating our research goals and achievements, and by giving an overview of the
structure of the remainder of the thesis.

1.1 A Brief History of the Nuclear Force

In 1911, E. Rutherford and his team impinged a gold foil with alpha particles and
observed a tiny fraction of them bouncing back. This observation led to an impor-
tant interpretation of the structure of an atom: that most of its mass and all of its
positive charge is concentrated in a diminute fraction of its volume [11]. This struc-
ture located at the core is called the nucleus of an atom, and this experiment was
considered the birth of nuclear science.

Concurrently, studies in chemistry and on the nature of radioactivity had already
shown that several chemical elements would present themselves in different atomic
weights [12], always approximately a multiple of the mass of a hydrogen atom. The
different mass species of the same chemical element were called different isotopes.

By 1920, it had been postulated that the nucleus inside of all isotopes would be
formed by combinations of two ”fundamental” nuclear particles [13], or nucleons.
One was the nucleus of the hydrogen atom, called proton, which was a positively
charged particle that defined the chemical properties of the atom. The other was
a neutral counterpart of similar mass: the neutron. The discovery of the neutron
in 1932 [14] marked the first triumph of this hypothesis and, nowadays, a proton-
neutron model [15] of the atomic nucleus forms the basis of nuclear science.

Within such a model, however, the system consisting of protons and neutrons
could not be stable based only on electrical forces. Protons would repel each other
while the neutrons, transparent to electric fields, would drift away. Another force
was needed to describe the interactions among nucleons. It needed to have the
following features: be attractive, independent of electric charge, stronger than the
electromagnetic force and short ranged, since no influence of it could be felt outside
of the nucleus.

One of the first postulations for such nuclear force was made by H. Yukawa in 1934
[16]. He proposed that the nuclear potential (VYukawa) arising from a nucleon had a
similar form to the Coulomb electric potential, but it was strictly attractive with an
exponential “screening” factor to modulate its range:

VYukawa(r) = −g2 e−µ r

r
, (1.1)
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where r is the distance from the generating particle, g is a coupling constant and µ

is a screening factor known as Yukawa mass. The addition of this screening factor
implied the existence of a “mediating” particle of mass around 100 MeV/c2, later
discovered by C. Lattes and colleagues [17] and named pion.

Subsequent studies, mainly arising from nucleon-nucleon scattering experiments,
revealed further details about the properties of the nuclear force and proposed up-
dated versions for the nucleon-nucleon potential [18]. Some of the found remark-
able behaviors are the dependence on the intrinsic angular momentum (or spin)
of the nucleons [19, 20] (e.g. spin-orbit coupling and pairing), the dependence on
the spin orientation [21] (tensor nature) and even a slight breaking of the charge
independence [22, 23].

The inner mechanisms of the nuclear force were finally unveiled in 1969. A series
of electron-proton scattering experiments revealed clear evidence of internal struc-
ture in the proton at energies above 1 GeV [24, 25]. The proton lost its status as a
fundamental particle, giving way to a quark model [26, 27] to explain the structure of
protons, neutrons, pions and many other particles that had already been discovered
by that time.

The quark model described protons and neutrons as composite particles of three
quarks of types up (u) and down (d): uud for protons and udd for neutrons. The
pion, on the other hand, is formed by a ud pair. Within the theory of Quantum
Chromodynamics (QCD), those particles are bound together by the action of the
so-called strong interaction. In very general terms, each quark carries one of three
types of color charge (hence chromo), an analog of the electric charge (which has two
types). The interaction between particles of different color charges is mediated by a
massless particle called gluon [28], which has a similar role as the photon in QED.

Over the last decades, significant experimental evidence has shown support of the
quark model and QCD theory. Nowadays, they form an essential part of what is
now accepted as the Standard Model of particle physics [29]. Although the nature of
the strong force is still subject to a very active research field, here we are interested
in how its inner workings affect the structure of nuclear matter.

After the emergence of QCD, the nuclear force has been interpreted as a resid-
ual strong force, similarly as the Van der Waals forces are residual electromagnetic
forces acting among neutral molecules. However, a direct derivation of nuclear
forces from QCD is complicated since the techniques typically employed in quan-
tum field theory (mainly from perturbation theory) cannot be applied in the energy
regime of nuclear phenomena. The description of nuclei from QCD is even harder
due to its many-body nature.

In the late 1980’s, effective field theories (EFT) started to be applied to QCD in
the energy regimes of nuclear physics. In those approaches, approximations are
performed to compute only the physical phenomena relevant to the energy scales
of the system of interest. The simplification brought by those techniques finally
opened the doors for nuclear ab initio calculations.
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Figure 1.1: Chart of nuclides showing the nuclei observed so far (green, and black for the
stables). Nuclei whose properties have been calculated through ab initio methods
up to 2017 are marked in blue (from [30]). The regions where nuclei are believed
to exist within the drip lines are marked in yellow.

Since then, calculation techniques and EFT-based descriptions for nuclear inter-
actions have been evolving. At the current stage, properties from simple and light
nuclear systems (up to a few tens of nucleons) are currently well reproduced. Figure
1.1 shows all nuclei whose properties were calculated through those ab initio meth-
ods up to 2017 [30]. However, those methods are computationally costly; thus the
interplay between theory and experiment is crucial to pinpoint key behaviors, se-
lect successful approaches and benchmark whether the embedded assumptions and
approximations, when performed, are appropriate. As nuclear science advances
side-by-side to technological improvements in computing, larger and more complex
systems are being tackled [31].

1.2 Atomic Nuclei and Mass Observables

The atomic nucleus is a particular form of nuclear matter. It is a quantum many-
body system about which we want to answer questions like: What combinations
of protons and neutrons can form a nucleus, and where are the limits? How do
protons and neutrons behave collectively? How do the properties of the nuclear
force influence those behaviors? Or, can we accurately predict the properties of
nuclei that are barely accessible through experiments or even beyond our reach?
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To answer those questions, we need to inspect observables1 of nuclei and study
how do they evolve as we look at different nuclear systems. Our body of knowledge
revolves around the observations of about 3000 different nuclei (see figure 1.1) [32].
About 300 of them are available on Earth’s crust, while the remaining must be
produced in specialized facilities. Meanwhile, another few thousands of nuclei are
also predicted to exist according to some models, but many of them may never be
experimentally accessible.

Among all properties, the atomic mass is perhaps the most fundamental observ-
able. It reflects the net energy content of the system, including not only the mass of
all individual constituents but also the effects of the bonding agents acting among
them. These effects result in what we call the binding energy (EB). The mass of a
neutral atom (ma) whose nucleus contains N neutrons and Z protons is expressed
in this form2:

ma(N, Z) = Z ·mp + N ·mn + Z ·me +
EB(N, Z)

c2 , (1.2)

where mp, mn and me are the masses of the proton, the neutron, and the electron,
respectively (c is the speed of light).

The Bethe–Weizsäcker mass formula [33] beautifully illustrates the concept of
binding energy. It was one of the earliest attempts to model the effects that con-
tribute to the binding energy and, consequentially, to infer properties of nuclear
matter. It is based on a very simple model of the nucleus:

EB(A, Z) = −aV A + aS A2/3 + aC
Z2

A1/3 + aAEA(A, Z) + aPEP(A, Z) . (1.3)

Here, it is expressed in terms of the atomic (Z) and mass (A = Z + N) numbers.
The coefficients aV , aS, aC, aA, aP are determined through a fit to the available data.

The first term accounts for the bulk effect of the nuclear force and is the only
exclusively binding term. It incorporates the same characteristics of the nuclear
force that inspired the Yukawa potential: charge independence and short-ranged
nature. It assumes that the total binding from nuclear forces will be proportional to
the total number of nucleons (A) because each nucleon will only interact through
nuclear force with its nearest neighbors. The second term, however, accounts for
nucleons at the surface of the nucleus, which have fewer neighbors to interact with.
The binding is decreased by a factor proportional to the number of nucleons in the
surface (≈ A2/3).

These very first two terms make one remarkable assumption about the overall
structure of a nucleus: it behaves like a drop of an incompressible fluid, and the
terms may be interpreted as volume and surface tension contributions, respectively.
Experimentally, it is known that nuclear matter has a constant density of about 0.17
nucleons/fm3 (called nuclear saturation density), which supports this assumption.

1 Observables are physical properties that can be measured, such as mass, spin, radius, etc.
2 The binding energy, as presented in equation 1.2, accounts for both the binding energy of the nucleons

to the nucleus and the electrons to the atom, although the latter is much more weakly bound than the
former.

5



0 20 40 60 80 100 120 140
0

20

40

60

80

100

0

1

2

3

4

5

6

7

8

B
in

d
in

g
 E

n
e
rg

y
 p

e
r 

N
u
c
le

o
n
  
[M

e
V

]

Neutron Number

P
ro

to
n
 N

u
m

b
e
r

Figure 1.2: Nuclear chart showing the binding energy per nucleon calculated through the
Bethe–Weizsäcker formula (eq. 1.3). The white curve connects the predictions for
most bound nucleon for every mass number, which has overall good agreement
to the actual location of the stable nuclides, marked in light blue.

The third term accounts for the Coulomb repulsion between protons and there-
fore causes a loss in binding energy. Quantum mechanical effects associated with
Pauli’s exclusion principle, which states that identical half-integer spin particles
cannot occupy the same quantum state, are accounted for in the last two terms (EA

and EP). Their interpretation and detailed form were modified and adjusted over
the decades since their first inception.

The approach of the Bethe–Weizsäcker formula is surprisingly successful given
its simplicity. It correctly predicts EB/A within 0.5 MeV/u for the vast majority
of the known nuclides. It reproduces overall trends and bulk properties of nuclear
matter such as the quadratic behavior of masses of isobars3, the overall shape of
the stability line4 (see figure 1.2) and the location of the most bound nucleus in the
nuclear chart.

Albeit this liquid drop model brings an enlightening understanding of the nature
of nuclear matter, it fails to describe some details. It strictly considers the nucleus
as spherical without accounting for possible deformations, neither it is capable of
giving any insight into other essential observables, such as nuclear spins and ra-
dioactive half-lives. Yet, the most noteworthy limitation of this model is its failure
to explain the emergence of magic numbers.

Magic numbers are special numbers of nucleons that are common to nuclei with
exceptional stability. One way of seeing them is by inspecting the energy necessary

3 A set of isobars is a set of nuclides with the same number of nucleons, also referred to as with same
mass number (A).

4 The stability line is a reference line that virtually connects the stable nuclei at the nuclear chart, marked
as light blue in figure 1.2.
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Figure 1.3: The two-neutron separation energies between N = 42 and N = 65, adapted from
[34] (full circles are based on measured data, while open circles include mass
extrapolations). The magic number N = 50 is evident from a sudden break of
the smooth trend for all isotopic chains.

to break nucleus apart in two or more nuclear systems. Here, we look at the two-
particle separation energies for neutrons (S2n) or protons (S2p):

S2n(N, Z) = ma(Z, N − 2) + 2mn −ma(N, Z) and (1.4)

S2p(N, Z) = ma(Z− 2, N) + 2mp −ma(N, Z) , (1.5)

which are simply given by mass differences between atoms. Evidences of magic
numbers can also be noticed in several other separation energies, such as one-proton
separation energy or one-alpha separation energy, but are clearer and more promi-
nent in S2n and S2p.

An example of how S2n evolves across isotopic chains is shown in figure 1.3. As
can be seen, S2n exhibit a general smooth trend, until a sudden decrease is observed
right after crossing the N = 50 mark, consistently found in all isotopic chains. This
means that additional pairs of neutrons to any nucleus with 50 neutrons will be
considerably less bound.

Another way of looking at those effects is through the “derivatives” of the two-
particle separation energies (∆2n for neutrons, ∆2p for protons), often called Empiri-
cal Shell Gaps, through which special patterns are brought into relief:

∆2n(N, Z) = S2n(N, Z)− S2n(N + 2, Z) and (1.6)

∆2p(N, Z) = S2p(N, Z)− S2p(N, Z + 2) . (1.7)
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Figure 1.4: Empirical shell gaps across the nuclear chart for protons (top) and neutrons (bot-
tom), calculated from the mass data of [34]. This representation makes the loca-
tions of magic numbers evident as a few specific isotonic and isotopic chains get
much “brighter” than their neighbors.

Figure 1.4 shows ∆2n and ∆2p for all known nuclei. It makes evident the special
patterns occurring at nucleon numbers 8, 20, 28, 50, 82 and 126, for either protons
and neutrons.

Nuclei that lie in those magic regions are not only more bound than their neigh-
bors; they also exhibit a collection of other special properties. They are generally
more compact nuclei (have smaller charge radii, for example) [37], they tend to
offer more resistance to the absorption of nucleons (smaller neutron absorption
cross-section, for example) [38] and typically require much higher energy to be pro-
moted to an excited state [36]. Figure 1.5 gives a few examples of the behavior of
such observables around the same magic numbers identified previously.

Historically, the term ”magic” referred to the lack of plausible explanation (up to
mid-1940s) on why particular numbers of protons or neutrons would grant nuclei
such unique properties. To understand the origin of such particular behaviors, it is
necessary to take a more detailed look at the individual interactions between nucle-
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Figure 1.5: Magic properties seen in other nuclear observables: (left) charge radii across
isotopic chains of Kr to Ba, “kinks” are seen in N = 50 and N = 82 (adapted
from [35]); and (right) the excitation energy to the first 2+ state (E(2+1 )) of even-
even nuclei for Sn to Sm isotopes (adapted from [36]). A sharp increase is seen at
N = 82, also Sn isotopes are all proton-magic (Z = 50) and exhibit greater overall
E(2+1 ). Experimental details can be found in the original references.

ons than what the liquid drop model can provide. For this purpose, several other
theoretical approaches have been developed. The earliest was the very successful
Nuclear Shell Model [39], which is briefly introduced in the next section.

1.3 The Nuclear Shell Model in a Nutshell

Since its initial formulation in the late 1940s [39], the Nuclear Shell Model has been
very successful in providing intuitive explanations to complex nuclear structure phe-
nomena. It has proved to be an extremely powerful theoretical tool and is still being
employed and further developed. In this section, a simplified version is presented.
It is closer to the earlier variants of the model, which is currently called Independent
Particle Model (IPM) or Non-Interacting Shell Model. Introductions to more modern
views can be found in [40] and, in more detail, in [41].

The inspiration for the Nuclear Shell Model came from an analogy to the atomic
shell model, which provides rules for the structure of electrons in an atom. Like
atoms, nuclei are also many-body fermionic systems, which means their constituents
must follow the Pauli exclusion principle. Experimentally, atoms of ”closed” elec-
tron shells share many properties with magic nuclei: compactness, boundness, and
inertness, suggesting that magic nuclei may correspond to closed nuclear shells.

The IPM supposes every nucleon is moving independently through the nucleus
under a mean-field potential (V) created by the remaining nucleons. The shape of
such potential may be, for example, square wells, harmonic oscillators or the so-
called Wood-Saxon [42] potential. They will all generate a shell-like structure. How-
ever, the correct reproduction of features corresponding to magic numbers could
only be achieved by the introduction of a spin-orbit term ~̀ ·~s , where ~̀ and ~s are

9



angular momentum and spin operators, respectively. One example form for this
potential is:

V(r) =
m
2

ω2r2 −Voo~̀
2 −Vso~̀ ·~s , (1.8)
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Figure 1.6: Shell struc-
ture obtained through
the IPM. Each level con-
tains the total number
of nucleons occupying
the nucleus up to that
full level. The vertical
arrows mark large en-
ergy separations, their
occupation number (cir-
cled) is associated with
magic numbers.

where r is the distance from the nucleon to the center
of the nucleus, m is the mass of the nucleon, and ω is
the harmonic oscillator’s frequency. Voo and Vso are the
potential strengths of their respective terms.

Solving the Schrödinger equation using this potential
results in discrete eigenstates that are degenerate with re-
spect to the set of quantum numbers [n, `, j ], where n is
a principal quantum number, ` is an angular momentum
(or orbital) quantum number and j is a total angular mo-
mentum number. The latter comes from the spin-orbit
interaction and comprises the sum of angular momen-
tum between the nucleon spin and its orbital angular
momentum. The degree of degeneracy (or how many
particles may occupy the same energy level) is given by
(2j + 1).

The energy level structure obtained is shown in fig-
ure 1.6. Every level is labeled according to the spectro-
scopic notation: the first number corresponds to n, the
following letter indicates the orbital angular momentum
(s corresponds to ` = 0, p to ` = 1, d to ` = 2, and
so on...), and the last number indicates the total angu-
lar momentum j. Indexes π and ν are often added to
the spectroscopic notation to differentiate proton shells
from neutron shells, respectively.

To get the ground-state configuration of a particular
nuclide, one can fill those levels according to the require-
ments of the Pauli exclusion principle. As one level is
”full” (it has the maximum number of nucleons allowed
by its degree of degeneracy), it should form a ”closed”
configuration, a ”closed shell”.

In some cases the energy separation between some
levels is minimal, forming clusters of quasi-degenerate
states. However, the gap between a few particular lev-
els happens to be quite large, and they can be associ-
ated with magic nuclei. For example, a nucleus with 50
neutrons will have every level up to the 1g9/2 full. An
additional neutron to the system would be placed in a
much higher energy level, 1g7/2, and therefore would be
considerably less bound to the ”core” nucleus. This neu-
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tron would be lying in a ”valence shell” (or non-closed shell). This binding energy
argument is consistent with the separation energy signatures of magic numbers.

Protons and neutrons fill their shell structures independently. Also, as nuclear
forces act in a very similar fashion for both, their level structures are expected to be
nearly identical too. As can be seen in figure 1.4, magic numbers are the same for
protons and neutrons.

The IPM can correctly predict many nuclear properties of nuclei with configura-
tions near those with closed shells but fails to describe properties far from them.
The base assumption of the IPM (that nucleons move through the nucleus nearly
independently) may only hold near closed shells.

In modern approaches of the Nuclear Shell Model, nucleons in valence shells are
allowed to interact, while nucleons in the core (”inner” levels) remain inert. Residual
interactions, originating from nuclear forces between nucleons in the valence space,
also play a role in the nuclear potential. This Interacting Shell Model approach has
close ties to development of ab initio methods, as presented in chapter 2.

1.4 Not-so-Magic Numbers

At a glance, “magic” properties seem to be sturdy, consistent, and indifferent to the
counterpart nucleon number. It seems to make sense since protons and neutrons
are distinguishable fermions; therefore, they are expected to have their own internal
arrangement rules without affecting each other.

Nevertheless, this picture only holds near stable nuclei. A closer inspection of
figure 1.4 reveals interesting effects around the boundaries of the known mass sur-
face. For example, the ∆2p strength of Z = 82 slowly fades away as the neutron
number decreases. The ∆2n strength of N = 20 and N = 28 abruptly quenches at
low proton numbers. Meanwhile, a weaker but consistent effect seems to emerge at
Z = 40 as the neutron number increases, and stronger effects appear to be emerging
at N = 16 and Z = 14.

As experiments are able to access increasingly unstable species, we find large
deviations from the “canonical” (well established) magic numbers. Some magic
numbers seem to vanish, with evidences for that observed at nucleon numbers 8
[43], 20 [44], 28 [45] and 82 [46]. Meanwhile, the appearance of magic-like features
is seen at nucleon numbers 14 [47], 16 [48], 32 [49], 34 [50] and 40 [51].

1.4.1 The New Magic Number 32

Particular attention has been given to the emergence of strong magic properties
among nuclides with 32 neutrons, on the neutron-rich side of the stability line.
The region of interest encompasses nuclei like 56Cr, 55V, 54Ti, 53Sc, 52Ca, 51K and
50Ar. Evidence of magicity starts appearing at 56Cr (Z = 24), and it builds up with
decreasing proton number. The strength of the effects appears to peak at Ca, which

11



1 6 1 8 2 0 2 2 2 4 2 6 2 8 3 0 3 2 3 4 3 6

1

2

1 . 5
3 . 0

1 . 0
1 . 5

1 . 0
1 . 5

1 . 0
1 . 5

1
2
3

 

N e u t r o n  N u m b e r

 
 E(2

1+ )   
[M

eV
]

A r  ( Z = 1 8 )

C a  ( Z = 2 0 )

T i  ( Z = 2 2 )

C r  ( Z = 2 4 )

F e  ( Z = 2 6 )

 

N i  ( Z = 2 8 )

 

 

 
Figure 1.7: Excitation energy to the first 2+ state of even-even nuclei for Ar to Ni isotopes.

Data shows clear enhancement pattern of E(2+1 ) in the canonical magic numbers
20 and 28, and the emergence of similar behavior in N = 32 is also seen in Z 6 24.
Data from [54].

is also proton-magic (Z = 20), although very little data exist in this region beyond
potassium and argon (Z < 19).

The first theoretical [52] and experimental [53] hints that N = 32 could be a magic
number date back to the early 1980s, with the discovery of a larger than expected
first excitation energy of 52Ca. However, just recently experimental facilities were
able to perform detailed studies in the region with the increase in isotope produc-
tion yields.

The current spectroscopic data on first excitation energies E(2+1 ) of even-even
nuclei are shown in figure 1.7 for the region of interest. The signatures of magic
numbers 20 and 28 are clearly seen as the E(2+1 ) peaks in those neutron numbers.
Meanwhile, the data also show a relative, but systematic, increase in N = 32 below
proton number Z = 24, being completely absent otherwise.

Since 2012, mass spectrometry facilities have been able to study this region with
high precision. The current mass data indicate behaviour associated with magic
signatures at N = 32 in the K [55], Ca [56, 49] and Sc [57] isotopic chains. It is
evident in the S2n systematics shown in figure 1.8. In contrast, the S2n surface
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Figure 1.8: S2n surface: left panel provides a broader view in the surroundings of the interest
region, showing the presence of magic properties at the canonical N = 28 and
the appearance of magicity at N = 32, both marked in blue; right panel shows
a zoomed in view of the N = 32 interest region, with linear fits (red) showing
the compatibility of smooth trend (absent magicity) in Ti and V chains. The mass
data was taken from [34].

is smooth in this region for V and beyond, indicating the absence of magicity, in
agreement with spectroscopic data.

However, there are still many missing pieces on our knowledge about the evolu-
tion of magic properties in N = 32. For instance, the picture at the intermediate
Ti chain is unclear; presently available mass data point towards the existence of
modest magicity, but the uncertainties are not sufficiently small to reveal detailed
information. The data is compatible with the absence of any magic character, as
evidenced by the fit shown in the right panel of figure 1.8.

Also, most of the data on Ti and V isotopes in the region comes from low-
resolution or indirect mass measurement techniques, and large deviations have
been observed in their vicinity after measurements were performed using high-
resolution techniques [56, 57, 58, 34]. These issues make this region very appealing
to be further studied through mass spectrometry.

Meanwhile, a recent laser spectroscopy measurement of 54Ca revealed its unex-
pectedly large charge radius [59]. If N = 32 is a true magic number in this region,
54Ca (Z = 20) is expected to be a doubly-magic nucleus (magic in both neutron
and proton numbers), which typically have greatly enhanced closed-shell features5.
The result of this laser spectroscopy experiment challenges its doubly-magic nature
since it is expected to be a more compact nucleus. However, this is the only charge
radius measurement in the N = 32 isotonic chain so far.

5 See, for example, 132Sn (N = 82, Z = 50) in right the panel of figure 1.5.
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Figure 1.9: Shell evolution of N = 32 isotones showing the appearance of magicity at this
neutron number as the proton number decreases. The strength of the proton-neutron residual
interaction between ν1 f5/2 and π1 f7/2 orbitals is represented by the thickness of the arrows
connecting them. The weakening of this interaction shifts the ν1 f5/2 level and increases the
energy gap (in green) from the ν1 f7/2 level.

1.4.2 A Test Bench for Nuclear Theories

Since most of the nuclear models were originally conceived and constrained with
data around the stability line, the behaviors that emerge at the extremes of the nu-
clear chart pose a challenge to nuclear theory. Structural evolution around canonical
and non-canonical magic numbers motivated several important updates to nuclear
interactions [60, 61, 62, 63].

For example, the magicity in N = 32 and N = 34 has been investigated in a Shell
Model framework (see [50] and references therein). The N = 32 is considered as
a full valence ν2p3/2 orbital, which is energetically close to the ν1 f5/2 orbital. This
quasi-degeneracy among orbitals prevents the appearance of shell signatures. The
emergence of magicity at Z 6 24 has been attributed to the weakening of attractive
proton-neutron residual interactions between the ν1 f5/2 and π1 f7/2 orbitals. As
π1 f7/2 empties, the neutrons in ν1 f5/2 become less bound. Due to that, the ν1 f5/2

and ν2p1/2 orbitals would change their energy order between V and Sc, which has
been supported by spectroscopic data [64]. A large energy gap between ν2p3/2

orbital and the next level would emerge, breaking the local quasi-degeneracy of
levels and causing the appearance of magic-like features. A representation of such
shell structure evolution is shown in figure 1.9. The mass and spectroscopy data in
the region allowed refinements of the proton-neutron residual interactions between
those orbitals.

The N = 32 region is especially interesting in the context of nuclear ab initio
theories. Not only due to the interesting emerging phenomena, but also because
they occur near the current limit of the reach of these techniques. Although a few
ab initio methods were able to calculate properties of systems as heavy as 100−110Sn
[65] and 132Sn [66], those lie along magic numbers which permit certain controlled
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approximations (see discussion in chapter 2), but may not be applied to all systems
in the region6. On the other hand, nuclides up to mass A ≈ 50 are among the
heaviest systems that have been accessible and that are well within reach of several
ab initio theories [30, 68], as can be seen in figure 1.1.

1.5 Scientific Goals

There is a high demand for precision data to further explore the evolution of the
magicity in N = 32. At first glance, charge radii data on other isotones are required
to inspect trends from the anomalous behavior seen in calcium. Also, pushing
mass and spectroscopic information further in the low-Z direction, starting from
argon, is essential to determine whether the magicity vanishes or persists. Likewise,
to finely understand the emergence of such effects at the high-Z frontier, precise
experimental determination of the mass surface around titanium is required.

However, except for Ca and K, isotopes of other elements in the N = 32 region are
not easily produced or experimentally accessible in many facilities (see discussion
in chapter 4). Therefore these studies may greatly benefit from the development of
high sensitivity experimental techniques and new isotope production methods.

In this study, our team was capable of creating samples of very neutron-rich
titanium isotopes for the first time at the TRIUMF laboratory in Vancouver, Canada,
and of performing precision mass spectrometry in the N = 32 region.

Although identifying shell effects in mass observables can be typically achieved
with a precision of hundreds of keV/c2, titanium is at a transition point where such
effects may be very small. Thus, pinpointing detailed magic signatures may require
precisions better than 50 keV/c2. Additionally, the studied isotopes were expected
to be produced as rarely as a few per minute, accompanied by large amounts of
co-produced contamination.

Fortunately, the studies were possible due to the availability of a novel mass spec-
trometry technique: the Multiple-Reflection Time-of-Flight Mass Spectrometry (MR-
ToF-MS), which had been recently commissioned at TRIUMF’s Ion Trap for Atomic
and Nuclear science (TITAN) facility [69]. This technology, employed only in a few
laboratories so far, is very sensitive and can distinguish isotopes of interest from
contamination species while providing enough precision to resolve the ambiguities
of the existence of magic effects in titanium.

Masses of titanium isotopes between 51Ti and 55Ti were successfully measured
with the MR-ToF-MS. The technique was also used to determine vanadium masses
between 51V and 55V that were also present in the sample. The results confirm the
existence of mild shell effects in titanium and their absence in vanadium, narrowing
down the exact emergence of magicity of N = 32 from mass observables.

As this was the first time the MR-ToF-MS technique was employed at TRIUMF, we
confirmed these results by performing the same mass measurements independently

6 For example, attempts to perform calculations of properties of 125,127,129Cd did not succeed [67]
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at a well established mass spectrometer: TITAN’s Mass measurement PEnning Trap
(MPET). Although the MPET is a more precise mass spectrometer, its sensitivity is
reduced, and its tolerance to contaminants in the sample is more restrictive. There-
fore, only the masses of 51−53Ti were measured. Nevertheless, measurements per-
formed with both spectrometers agreed very well and allowed us to benchmark the
MR-ToF-MS technique.

With a more complete picture of the evolution of magicity of N = 32 in hand, we
challenged four state-of-the-art nuclear ab initio theories. Overall, all tested theories
perform well reproducing the mass surface in this region, but our work reveals a
few systematic deficiencies, such as an overprediction of the ∆2n. This new set of
data may help in guiding the development of the next generation of ab initio theories
and nuclear forces.

In the next chapter, I will give a more in-depth overview of nuclear ab initio meth-
ods, focusing on the theories that were tested against our data. An overview of
mass spectrometry is given in chapter 3, with emphasis on the two mass spectrome-
try methods used. In chapter 4, I will present the experimental procedure employed,
from the production and manipulation of the isotopes to the measurement proce-
dures. The results of the studies with each mass spectrometer are presented in
chapter 5, while their comparison and interpretation, as well as the updated picture
on the evolution of shell effects in N = 32 and its comparison with the ab initio
theories are presented in chapter 6. Finally, my conclusions and outlook are given
in chapter 7.
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2 A B I N I T I O N U C L E A R T H E O RY

Ab initio is a Latin expression for ”from the beginning”. In physics, it is used to
designate theoretical approaches that describe phenomena ”from the ground up”,
based solely on the most fundamental principles. It differs from phenomenology,
whose goal is to describe phenomena as accurately as possible without necessarily
having ties to fundamental grounds.

In nuclear physics, the Liquid Drop Model and the Independent Particle Model
(presented in chapter 1) are good examples of phenomenological models. In both
cases, a model for the nucleus is made from a set of hypotheses about the behavior
of nuclear matter, and parameters of the model are adjusted to fit experimental
properties. The nucleus is treated in a ”mean-field” approach, where the whole
dynamics inside the nucleus is averaged and simplified.

Phenomenological models are very useful providing intuitive explanations for
complex phenomena, and they can be very accurate within the data range that is
used to fit them. However, one has very little control over the limits of validity of
these models. Typically their results significantly diverge in regions where data is
scarce and cannot provide enough constraints. There is no means to control or to
estimate their accuracy passing these regions.

Thereon lies the strength of nuclear ab initio approaches. Ideally, if one can build
up atomic nuclei from QCD without parameters fitted to experimental nuclear quan-
tities, properties of any nucleus could be accurately calculated or predicted indepen-
dently of the nuclear data available.

Instead of a mean-field treatment, ab initio theories study nuclei microscopically.
They account for the contribution of every constituent and their interactions. Ideally,
these constituents and their interactions should be handled on the most fundamen-
tal quark-gluon level. However, as mentioned earlier, QCD is non-perturbative in
the energy ranges of nuclear physics, and only a few simple nuclear physics prob-
lems have been tackled at that level (for example, [70]).

Therefore, modern-day nuclear microscopic methods still build nuclei from the
nucleon-meson level. The interactions employed, however, are built keeping their
ties to QCD through an Effective Field Theory (EFT). Truncations and approxima-
tions are often necessary, but the theoretical framework offers means to control and
estimate their impact on accuracy. Although they are not directly derived from
QCD, we still refer to such theoretical treatments as ab initio. This chapter is ded-
icated to providing an overview of how they are constructed and how they can
benefit from experimental input.
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2.1 Construction of a Microscopic Nuclear Theory

A generic microscopic description of a nucleus allows one to compute the inter-
actions among nucleons considering them as the fundamental constituents of the
many-body system. It searches for the solution of the A-body Schrödinger equation:

(
A

∑
i

pi
2

2m
+ V

)
Ψ = ε Ψ , (2.1)

where p is the momentum operator, m is the nucleon mass, Ψ is the many-body
wave function, V is the nuclear potential and ε is the eigenenergy associated with
Ψ. The eigenvalues ε are the objects of interest here since they are connected to the
mass of the system, but other nuclear observables may also be extracted from Ψ.

The nuclear potential V has to reflect all the interactions among participating nu-
cleons, including the strong interaction and the Coulomb interaction for protons7. It
may be constructed using phenomenological approaches or, as has become common
recently, using an effective field theory of the QCD.

Generically, the potential may be written as

V =
A

∑
i<j

V2N
i,j +

A

∑
i<j<k

V3N
i,j,k +

A

∑
i<j<k<l

V4N
i,j,k,l + ... + VAN

i,j... , (2.2)

which explicits the different n-body components of the potential. In most ap-
proaches nowadays, this potential is truncated to include up to 3-body (3N) forces.
A brief introduction to how nuclear interactions are built is given in section 2.3.

It is worth noting that 1-body potentials, like the one presented in equation 1.8,
are not included. In phenomenological approaches, such potentials are often used
to describe a ”mean-field”: a simplified potential that represents the average of the
interactions with the other particles in the system. This approach diverges from the
ab initio philosophy.

We also require a method to construct the many-body wave functions and to
solve the many-body system correspondingly. For simplicity, many-body states are
typically constructed as a product of the single-particle states φi (characterized by
position, spin and isospin, here only the position vector ri is shown for brevity):

Ψ(r1, r2...rA) = φ1(r1) φ2(r2) φ3(r3) ... φA(rA) =
A

∏
i=1

φi(ri) , (2.3)

7 The weak interaction is typically neglected as it is irrelevant for the nuclear structure phenomena inves-
tigated here. Naturally, the gravitational interaction is also neglected given its much smaller coupling
than the other interactions.
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but it needs to be antisymmetrized since nucleons are indistinguishable fermions.
The antisymmetrized product state can be written in the form of a Slater determi-
nant:

Ψ(r1, r2...rA) = A
[

A

∏
i=1

φi(ri)

]
(2.4)

=
1√
A!

∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) · · · φ1(rA)

φ2(r1) φ2(r2) · · · φ2(rA)
...

...
. . .

...
φA(r1) φA(r2) · · · φA(rA)

∣∣∣∣∣∣∣∣∣∣
. (2.5)

Solving the many-body equation is no simple task. Since interactions among all
nucleons and all possible configurations need to be considered, the size of model
spaces required grows very quickly (factorially, in some techniques) as the size of
the system grows. Hence, methods need to incorporate effective ways to reduce the
size of the model space and to perform adequate approximations, without diverging
from the ab initio philosophy. General concepts on many-body quantum methods
and some of their associated strategies are presented in section 2.2.

The interplay between ab initio theories and experiments is crucial to test the
methods employed both on developing the interactions and solving the many-body
equation. A few recent examples that illustrate the importance of these tests are
presented in section 2.4, as well as the specific interactions and methods that were
put under scrutiny in this work.

2.2 Many-Body Quantum Methods

Many methods were developed to solve the many-body Schrödinger equation (2.1)
for systems in several regions of the nuclear chart. The Coupled-Cluster methods
[71], the No-Core Shell Model [72], the Green’s Function Monte Carlo [73], and the
Hyperspherical Harmonics method [74] are a few examples of such techniques.

Some are very simple to understand. For example, the No-Core Shell Model
(NCSM) [72] can be understood as an extension of the Interacting Shell Model, pre-
sented briefly in section 1.3. The valence space, where nucleons are allowed to
interact, is extended to all orbitals, eliminating the roles of an inert core and the
mean-field potential. The solution can be found simply through a matrix diagonal-
ization and is numerically exact.

However, the NCSM is only computationally feasible with very light systems.
The calculation of systems as simple as 16O already reaches the limit of modern
machines. This is evident in figure 2.1, where the current limit of present-day
supercomputers is compared to the matrix dimensionality required to compute
a few light nuclei through NCSM. Although undesirable, approaches that aim at
the construction of heavier systems must employ controlled approximations. Some
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Figure 2.1: Matrix dimensionality required for the computation of a few N = Z nuclei using
the NCSM method as a function of the model space size parameter Nmax. For
comparison, the calculation of 16O is expected to require Nmax = 10 to get con-
verged results. Dashed lines show the computing limits of Petascale machines if
2N and 3N forces are included. Figure adapted from [72].

strategies involve resorting to known nuclear properties (such as magic numbers)
to truncate the model space or applying transformations to reduce computational
costs.

Next, in this section, we explore two general concepts and procedures that are
commonly shared among modern techniques, mainly among those employed in
this work. They provide a perspective on common challenges and opportunities
for improvement, but they are far from providing a comprehensive overview of the
state-of-the-art spectrum of these methods.

2.2.1 Harmonic Oscillator Basis

The many-body states of the nuclear system need to be constructed using an appro-
priate choice of basis. Single-particle states are typically formulated in a harmonic
oscillator (HO) basis [75]. Calculations are performed at a fixed oscillator frequency
ω, while the model space must be of a finite number of major shells Nmax. This
implies a model space truncation with cut-off energy of (Nmax + 3/2)h̄ω.

HO basis is preferred due to its properties that facilitate certain calculations and
its straightforward correspondence to the Nuclear Shell Model [75]. Nevertheless,
the use of other bases can be advantageous for specific methods (see [76] and [77],
for example).

Despite its benefits, working on HO basis requires that the nuclear interactions,
typically formulated in momentum space, get transformed to HO basis. One side
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effect is the need for a large HO model space (large Nmax) to accommodate the
high-momentum contributions of the interaction (see sec. 2.3.3). Furthermore, the
calculations must be performed at different Nmax and ω to ensure convergence of
calculations and independence of results regarding model space parameters. Ulti-
mately, it greatly contributes to the method’s computational costs [75].

2.2.2 Reference States and Valence Space

In the medium mass region (40 . A . 100), calculations can only be carried out in
exceptional circumstances. Properties of closed-shell nuclei, such as their spherical
symmetry, can be explored to improve their computability by greatly simplifying
the Hamiltonians [71]. For example, if only nuclei of spin zero are considered, the
parts of the Hamiltonian associated with the dynamics of higher spin states can be
neglected.

Naturally, those simplifications make the range of calculations very limited: only
ground states of even-even closed-shell nuclei and a few particular excited states
are accessible. To extend calculations to open-shell neighbors, the closed-shell Slater
determinant can be used as a reference state upon where other states will be built.

In this context, the language of second quantization is very convenient: creation
(α†

i ) and annihilation (αi) operators are introduced to add or remove, respectively,
a single-particle state φi from the many-body system in an antisymmetrized way.
Hence, a Slater determinant can be written as a string of creation operators acting
on a vacuum state Ψ0 (defined as αi Ψ0 = 0 for any i):

Ψ(r1, r2...rA) = α†
1 α

†
2 ...α†

A Ψ0 . (2.6)

Alternatively, an existing A-body Slater determinant may be used as a reference
state, so arbitrary Slater determinants may be built from it though particle-hole
excitations, applying a series of creation-annihilation operators.

Reference states are used in many different ways to simplify calculations. Rela-
tive matrix elements are easier and more efficient to compute than absolute ones.
In some methods, the model space can be truncated to a few HO shells around
the outermost shells, creating a valence space in a similar prescription as in the
Interacting Shell Model. With reduced degrees of freedom, the diagonalization is
computationally easier, and many more properties are accessible. An illustrative
example of this procedure can be found in figure 2.2.
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Figure 2.2: Depiction of the construction of a closed-shell reference state from the vacuum
using full model space (left). Then, an excited state can be built from the reference
using one particle-hole excitation in a truncated model space (right).

2.3 Nuclear Interactions

2.3.1 Nuclear Forces from Phenomenological Approaches

The development of phenomenological potentials dates back to the post-Yukawa
era, and they have been heavily employed in nuclear physics. For example, they
are used in structure calculations using the Interacting Shell Model (for example in
[41]) and in the prediction of scattering cross sections in nucleus-nucleus collisions
(as in [78]).

Although phenomenological potentials were inspired by QCD, they are not con-
structed from it. Their development was historically guided by fitting basic proper-
ties of nuclear force between two nucleons (2N), with an underlying ansatz regard-
ing multi-meson mediation8. Experimental input to nucleon-nucleon and meson-
nucleon interactions is relatively straightforward to be obtained from scattering
experiments. One example of such potentials is the AV18 [79] (see figure 2.3). It
included 18 terms to account for all the clearly disentangled nuclear properties (e.g.,
spin-orbit, tensor, spin-spin, etc.).

Later on, the refinements of precision potentials lead to the need to include three-
nucleon (3N) components [73]. Differently from 2N components, the properties and

8 Besides the pion, some potentials also include other mesons, such as the ρ, ω and σ mesons. They
influence shorter ranges in the potential due to their heavier masses.
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underlying effects of 3N interactions are not intuitive and are hardly disentangled
from experimental data. Even today, the conditions for the emergence of attractive
or repulsive characters in 3N forces are unclear [80]. This lead to a nearly-blind
search for the form of higher order components of phenomenological potentials,
weakening their already fading connection to QCD.

Moreover, since the construction of phenomenological forces is based on an ansatz
of the inner workings of nuclear interactions, the quantification and the control
of the accuracy of the theories is difficult. Such limitations have motivated many
groups to search for a more consistent route to construct interactions based on QCD.

2.3.2 Nuclear Forces from Chiral Effective Field Theory

Direct construction of atomic nuclei from QCD should naturally include higher or-
der effects. As mentioned, however, QCD is practically intractable in the low-energy
regimes of nuclear physics due to the non-linear nature of the strong force. Studies
using Lattice QCD, a well-established non-perturbative approach to solve QCD sys-
tems, were able to derive simple nucleon-nucleon potentials [70] (see figure 2.3, for
example). However, higher-order interactions built through similar techniques are
still not on the horizon [81].

Recently, the description of nuclear forces has enormously advanced using Chiral
Effective Field Theory (χEFT), about which a complete description can be found in
[82]. In an EFT, a low energy approximation is made by freezing out a few degrees
of freedom while working up to a certain energy scale, ignoring the structures that
may emerge at higher energies. χEFT explores the spontaneous breakdown of the
chiral symmetries of QCD to identify the energy scale in which the effective de-
grees of freedom of nuclear systems become pions and nucleons rather than quarks
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Figure 2.4: Feynman diagram representation of terms in chiral expansion of nuclear forces,
classified by their order hierarchy and N-body components. Solid lines represent
nucleon propagators while dashed lines represent pion propagators. Reproduced
from [82].

and gluons. Chiral symmetry is approximately valid in regimes of high momenta
comparatively to the masses of u and d quarks. The energy scale of χEFT (Λχ)
is usually chosen to be near the nucleon mass scale (/ 1 GeV), so the degrees of
freedom associated with their excitations are explicitly frozen.

Then, within the chiral scale, such forces can be constructed at the nucleon-pion
level instead of the quark-gluon level. The resulting effective Lagrangian, that con-
serves properties of the QCD Lagrangian, is expanded in momentum powers of
(Q/Λχ) and can be treated perturbatively with Chiral Perturbation Theory (ChPT)
[82]. Figure 2.4 shows the Feynman diagrams that represent terms in this expansion.

As can be seen, in the leading order (LO), the interaction includes a one-pion ex-
change term, resembling the early Yukawa-like approaches. In the next-to-leading
order (NLO) more complex terms, that involve two-pion exchange, start to appear.
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At the next-to-next-to-leading order (NNLO or N2LO), terms involving three nucle-
ons naturally emerge, giving rise to 3N forces.

As higher orders are included, their contributions have been shown theoretically
to diminish. Thus, this order hierarchization allows one to control the errors gener-
ated in the truncations, which are proportional to the next order left out. Nowadays,
all terms involving 2N interactions were calculated up to N5LO, while 3N interac-
tions were evaluated up to N4LO and 4N were only evaluated at N3LO [82].

Although χEFT is expected to fail beyond its cut-off scale Λχ, nuclear forces
do not vanish within the chiral limit. Important features above Λχ, such as ∆ reso-
nances, play relevant roles in shaping the nuclear potential at very short ranges. The
properties beyond this scale are typically computed as ”contact” terms (in figure 2.4,
vertices where nucleon propagators meet, without coupling to a pion propagator)
and are present in all orders.

Coupling constants in 2N forces are typically deduced from nucleon-nucleon and
pion-nucleon scattering data. Meanwhile, contact terms and 3N coupling constants
are fitted to match observables of a few light nuclear systems, such as 2H, 3H, 3He
and 4He. The number of coupling constants increases as higher orders are included;
therefore, the ambiguities generated may counter-act the purported increase on
theoretical accuracy.

The χEFT approach is considered to be more robust than phenomenological ap-
proaches. Although χEFT-derived potentials are not purely derived from first prin-
ciples, the experimental input comes only from very simple nuclear systems, and
the results could, in principle, be applied to the whole chart of nuclides. Moreover,
χEFT permits consistent derivation of many-body forces, allows control of theoreti-
cal accuracies and establishes an adequate connection to QCD.

Still, their increasing complexity must also be compatible with limitations stem-
ming from computing. Strategies to derive those potentials and facilitate their use
in many-body calculations form a currently very active area of research.

2.3.3 Interaction Softening

One common trait of nucleon-nucleon potentials is the presence of the ”hard core”,
where it becomes strongly repulsive at very short distances. See, for example, the
features present at r < 1 fm at the realistic potentials in figure 2.3. Its effect is a
strong coupling between low and high momentum modes, and can be seen as non-
zero off-diagonal elements in the momentum-space matrix. In turn, calculations
require a large model space which, once again, complicates their computation.

Modern methods employ Renormalization Group (RG) techniques to ”soften”
the hard core of the nuclear potentials. In the class of techniques referred to as
Similarity Renormalization Group (SRG) [83], series of unitary transformations are
applied to the chiral Hamiltonian to drive its matrix elements to a diagonal band
within a regulator λ, which act as a cut-off criterion for the off-diagonal matrix
elements. The transformations adapt the interaction to a truncated model space
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while preserving the physical properties contained in the original Hamiltonian. A
schematic representation of such SRG evolution and one example are shown in
figure 2.5.

Other RG approaches also exist, such as the Vlow k that imposes a sharp cut-
off regulator Λ directly onto momentum space9. Thus the choice of a suitable
method may depend on the forces and the many-body method. In any case, RG-
evolved χEFT potentials applied to many-body methods dramatically improve their
computability [84].

2.4 Tests of Ab Initio Theories

In recent years impressive progress has been achieved towards the description of
nuclei from first principles. Advances in algorithms, computer performance, and
understanding of nuclear forces have generated a sudden jump in the number of
nuclei that can be calculated through those techniques [68].

Nuclear potentials, however, are not observables. In principle, there can exist
infinitely many nuclear potential constructions with nearly identical performance,
and as many ways to derive them using the techniques described. Similarly, a
collection of many-body quantum methods is also available in the market, each
covering a specific range in masses and properties that they are able to calculate.

The challenge in this field is to narrow down successful approaches against qual-
ity, performance, computability, and accuracy. Ideally, one benchmarks the various
approaches against well established experimental data. The highest sensitivity to
differentiate methods is often found at extreme regions of the nuclear chart, where
some behaviors are particularly enhanced.

One example can be found in figure 2.6. Several theoretical approaches describing
ground state binding energies of oxygen isotopes are compared. The top two pan-
els show different approaches regarding the interaction applied to the many-body

9 Note that the cut-off regulators λ and Λ differ from the χEFT scale Λχ.
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methods. In panel (a), two phenomenological interactions are employed. As they
are fit to reproduce the known mass surface, they have a remarkable agreement to
data closer to stability. As they are used to describe regions where data is scarce,
their accuracy is reduced. In panel (b), three χEFT-derived forces are presented: one
that includes only a 2N component and two that also include different 3N forces.
Their accuracy does not depend on data, but their results are sensitive to the force
prescription. It highlights the importance of 3N effects for the appropriate nuclear
structure description at extremes of proton-neutron imbalance [85].

The two bottom panels in figure 2.6 compare different many-body quantum meth-
ods. Panel (c) shows methods that employ valence space truncations. There, it can
be seen that there is a high variability regarding the method. This does not happen
to methods that employ the full model space, shown at panel (d), which are very
consistent with each other and compatible with data. Oxygen is proton-magic, and
its isotopes are relatively light systems; thus, large scale approaches are feasible. It
worths noting, however, that many of the methods cannot access all isotopes in this
chain.

As previously mentioned, the identification of shell effects at N = 32 has also
become an important test bench of such ab initio theories. This region lies close
to the high mass boundary of current techniques. One of such tests is presented
in figure 2.7, where the S2n data of neutron-rich Ca isotopes are shown. At the
time, this was the first evidence of shell effects at N = 32 seen in mass observables
[56, 49].

Among the confronted theories, there is a wide variation of many-body methods
and χEFT force prescriptions, although all include 3N interactions. Hence, the dis-
parities among results may be interpreted as an overall ”error” of the current stage
of the body of techniques. There is, however, a consistency in correctly predicting
the existence of the observed shell effects.
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Figure 2.6: Comparisons of ab initio nuclear theories on the description of ground state bind-
ing energies in the oxygen isotope chain between 16O and 26O. Panel (a) compares
results using two phenomenological forces, while panel (b) compares forces de-
rived from χEFT. Many-body quantum methods, with truncated and full model
spaces, are compared in panels (c) and (d), respectively. Panels (a), (b) and (c)
show the energies relative to 16O, used as reference nucleus; panel (d) shows ab-
solute energies. Adapted from [85], where further details on methods and forces
can be found.
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2.4.1 Tested Forces and Methods

In this work, we compared our data to state-of-the-art ab initio nuclear structure cal-
culations. All are based on successful nuclear interactions and many-body methods
from recent literature.

All calculations were performed with 2N and 3N interactions derived from χEFT,
with parameters adjusted typically to light nuclear systems as the only input. The
used interactions were the following:

1.8/2.0(EM): this interaction [86, 87, 88] combines an N3LO 2N potential from
[89], evolved by SRG techniques with λ = 1.8 fm−1, with a N2LO 3N force
with momentum cut-off of 2.0 fm−1.

N2LOsat : in this interaction [90], 2N and 3N terms are fitted simultaneously to
properties of A = 2, 3, 4 nuclei as well as to heavier selected systems up to 24O
to finely adjust nuclear density saturation10.

NN+3N(lnl): this interaction is a variant of the NN+3N(400) interaction [91]. It
applies regulators to both local and non-local (LNL) 3N forces11 and, subse-
quently, refits 3N parameters to A = 2, 3, 4 nuclei under a constraint that the
contact interactions remain repulsive.

Complementary, two classes of many-body methods were employed:

IMSRG: the In-Medium Similarity Renormalization Group method imports con-
cepts of the SRG methods to efficiently solve the many-body equation, decou-
pling correlations between the reference state and its particle-hole excitations.
Two extensions of this method that allow the computation of open-shell nuclei
were applied: the Multi-Reference (MR-) IMSRG [92, 93, 94] and the Valence
Space (VS-) IMSRG [95, 96, 97, 98].

GGF: the self-consistent Gorkov-Green’s Function method [99, 100, 101, 102] uses
Green’s functions to describe particle-hole excitations in the many-body sys-
tem and calculates energy states through sum rules. Its ”self-consistency”
resides in iteratively feeding results back to input of calculations until con-
vergence [103], making the use of a reference state unnecessary. The Gorkov
formalism allows the computation of open-shell nuclei.

In all cases, the many-body calculations were performed in a HO basis of 14 major
shells, with 3N interactions restricted to basis states with e1 + e2 + e3 ≤ e3max = 16,
where e = 2n + l.

The calculations were performed by our collaborators at the Jülich Supercomput-
ing Center (JURECA) in Germany, the Très Grand Centre de Calcul du CEA in
France, the Institute for Cyber-Enabled Research of Michigan State University in
the U.S.A. and the DiRAC Complexity system in the United Kingdom.

10 As discussed in sec. 1.2, nuclear matter saturates at a constant density of about 0.17 nucleons/fm3.
11 Non-local forces are those that do not depend only on the relative position of the bodies but also depend

on other parameters, such as their relative momentum, for example. They pose additional computational
challenges and may also be treated using similar techniques as presented in subsection 2.3.3.
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3 P R I NC I P L E S O F M A S S
S P E C T RO M E T RY

Since the birth of mass spectrometry in the early 20th century [12], a wide variety
of techniques have been developed. When applied to nuclear sciences, two classes
of mass measurement approaches exist: the direct and the indirect methods.

Indirect or ”calorimetric” methods consists in obtaining the mass of a particle by
analyzing the energy balance of an associated decay or reaction. The binding energy
(thus the mass, see eq. 1.2) is calculated by comparing masses of initial and final
systems and their energy differences. Some of those methods achieve very high
precision, providing relative uncertainties better than 10−8. For example, neutron
capture reactions have provided mass values with relative mass uncertainties in the
level of 10−10 [104, 34]. However, the kinematic reconstruction may be challeng-
ing in some situations, as in three-body decays or in cases that involve multi-level
de-excitations, for example. Consequently, indirect methods are prone to large sys-
tematic deviations [34].

Direct methods, on the other hand, measure motional properties of the particle
to obtain its mass directly. They observe the evolution in time of quantities such
as frequency, displacement or momentum of the particle through a well-controlled
region in space.

In most direct techniques, particles are charged and move through tunable elec-
tromagnetic fields. The motion of a classical non-relativistic charged particle in a
region of electric field E and magnetic field B is governed by the Lorentz force (F):

F(r, v, t) = m
dv
dt

= q e [E(r, t) + v× B(r, t)] , (3.1)

where m is the particle’s mass, r and v are the particle’s position and velocity vectors,
respectively, t is time, q is an dimensionless integer representing the charge state
of the particle and e is the elementary charge. In this case, mass spectrometers
measure the mass-over-charge ratio (m/q) of the particle. Thus the charge (or the
charge state) must be known in order to determine the mass.

Among the associated variables, time (and time-related quantities, like frequency)
is the one that can be most accurately accessed. The measurement of time intervals
and frequencies is done by simply counting the number of cycles of a frequency
standard, like an atomic clock. This procedure is immune to many sources of errors
and is limited to the accuracy of the employed clock. This source of error is orders
of magnitude smaller than the ones relevant for nuclear structure investigations
[105, 106].
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However, other variables are required to calculate the mass, such as field strength,
displacement, speed or energy, which cannot be determined to such level of preci-
sion. For this reason, atomic mass measurements are typically done relatively to a
reference mass. The same measurement procedure is repeated with a calibrant par-
ticle, whose mass is known at similar or better precision than the targeted precision
of the experiment. The calibrant probes the same fields and regions of the experi-
mental setup as the particle of interest. Ultimately, these variables can be canceled
out in the data analysis.

The challenge then is to keep the other variables under sufficient control. Sta-
bility of the electromagnetic fields throughout the measurement, mainly to ensure
that calibrant and particle of interest experience the same conditions, is a key re-
quirement for accuracy of those mass spectrometry techniques. Control over initial
conditions of the particles is also crucial to assure reproducibility and to narrow the
spread of final results. In recent decades, advances in ion sample preparation and
stabilization of power supplies enable some direct techniques to greatly improve
their relative mass precision, some reaching well beyond the 10−9 level (1 part-per-
billion) [107].

Besides the mass precision (δm), two other important parameters to characterize a
mass spectrometer are its resolution (or resolving power, Rm) and its mass range. They
are related to the performance of the device when dealing with admixtures in the
sample. The mass range is the interval of masses a spectrometer can analyze in
a single measurement procedure. Meanwhile, the resolving power quantifies the
capability to distinguish species of different masses (or mass-over-charge ratios),
and is associated to the statistical dispersion (or spread, ∆m) of the mass measure-
ments12:

Rm =
m

∆m
. (3.2)

These concepts are illustrated in figure 3.1. It shows the resulting spectrum of
a mass measurement, where three species were measured. One species is well

12 The definition of the spread ∆m varies according to the measurement technique. For example, in the case
of ToF-ICR technique (see sec. 3.2) it is the resonance width, while in TOF-MS and related techniques
(see sec. 3.3) it is typically the Full Width at Half Maximum (FWHM) of a fully resolved mass peak.
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separated from the others, whether the two others are not resolved among each
other. This means the mass difference between the two unresolved species is smaller
than the spread of the measurements.

Usually, the relative mass precision (δm/m) and resolving power (Rm) are related
by

δm
m

=
C

Rm
√

N
, (3.3)

where N is the number of measurements registered, which gives the statistical
weight to the precision, and C is a factor dependent on the technique. However,
unresolved species may considerably deviate from this relation or impact the accu-
racy of the measurement. In nuclear science, it is desirable that the employed mass
spectrometer is able to resolve between isobars, which typically requires a resolving
power above 105.

Furthermore, modern-day experiments in the field of nuclear physics routinely
must fulfill tougher requirements. As rarer isotopes are probed, techniques need
to be faster for shorter lifetimes, more sensitive for lower sample yields and larger
contamination levels, and still sufficiently precise for scientific interest. Sample
preparation, from the creation of isotopes to their transport to mass analyzers, must
also be fast and efficient. To put this in perspective, 56Ti has a half-life of 0.200(5)
s [108]. Although it is the most unstable among the cases of interest, even 55Ti and
54Ti have half-lives around one second. The complete procedure, from creation to
measurement, must accommodate this timescale.

These requirements are typically fulfilled in some mass spectrometry techniques
based on ion trapping. Ion traps employ electromagnetic fields to confine an ion
isolated from the external environment. The motion of the ion is contained in
a small volume with well-controlled electromagnetic fields, which is key to high
accuracy.

In this experiment, we employed two direct mass spectrometry techniques based
on ion trapping. One is the Penning Trap Mass Spectrometry (PTMS), which is
considered the most precise and reliable technique to date. The principles of PTMS
are detailed in section 3.2. The other is the Multiple Reflection Time-of-Flight Mass
Spectrometry (MR-ToF-MS), which is considered an emerging and promising tech-
nology. The principles of MR-ToF-MS are described in section 3.3. As in equation
3.1, the presented techniques are described in a classical non-relativistic framework.
This approach is accurate in most situations except in a few special cases. The possi-
ble errors emerging from performing this approximation are discussed case-by-case
in chapter 5 in the context of this experiment.

It is also worth noting that we must follow international standards while report-
ing spectroscopic data. This is briefly discussed in section 3.1.
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3.1 International Standards and the Atomic Mass
Evaluation

The body of experimental data on atomic masses is reviewed by the Atomic Mass
Evaluation group. The group compiles all reported measurements from all differ-
ent methods (direct or indirect), performs a global fit taking into account all mass
relationships between different nuclides and provides recommended values for the
masses of every known isotope. In this work, we use the mass values of the 2016
edition of the Atomic Mass Evaluation (AME16) [34].

The group also provides guidelines for the standards to be followed while report-
ing mass spectroscopic data, which can also be found in [34]. The ones that are
pertinent to this work are presented in the following:

• For consistency, atomic masses are always published in their neutral form
(meaning with all electrons included) in the atomic ground state, even if the
measurement was done using an ionized state. Therefore, results must be
adjusted accordingly.

• As all atomic mass measurements are relative measurements, the employed
reference species must be provided.

• The 12C atom serves as a standard to which all masses are connected to: the
12th part of its mass defines the unified atomic mass unit (u) [34]. Alternatively,
atomic masses (ma) may also be expressed in electron-Volts/c2 (eV/c2) when
shown in more compact forms such as binding energy (see definition in eq.
1.2) or mass excess (ME):

ME(A, Z) = ma(A, Z)− A mu , (3.4)

where mu = 1 u = 9.314940954(57) 108 eV/c2 [34]. Throughout this thesis, the
mass excess format is preferred since it displays masses in the most compact
form.
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3.2 Penning Trap Mass Spectrometry

A Penning trap is a type of ion trap that employs only static electromagnetic fields to
confine ions. It was conceived in the late 1950s [109] and granted its inventor, Hans
Georg Dehmelt13, a share of the Nobel prize in Physics of 1989. In this section,
I will explain the principles of a Penning trap and how the motion of a charged
particle confined in such a device can be understood, manipulated, measured and,
ultimately, employed in measuring the mass of the particle.

In PTMS, the mass measurement of an ion or any charged particle occurs inside
an homogeneous magnetic field. The ion (of mass m and charge qe) revolves about
the magnetic field (of strength B) in a circular and periodic motion called cyclotron
motion, whose frequency (νc) is given by:

νc =
1

2π

qe
m

B . (3.5)

The measurement of νc is central to PTMS. As can be seen, νc is inversely propor-
tional to the mass, q is typically easily determined and B can be calibrated by doing
a measurement of νc,re f using a well-known reference ion. The atomic mass (ma) of
the species of interest can be obtained from the atomic mass (ma,re f ) of the reference
ion in charge state qre f and the ratio (Rν) between their cyclotron frequencies:

Rν =
νc,re f

νc
=

ma − q me

ma,re f − qre f me

qre f

q
, (3.6)

where me is the mass of the electron14. The advantage of this relative measurement
is that the absolute knowledge of the magnetic field strength is not required as it
cancels out in the equation.

The measurement of the cyclotron frequencies is not simple. First of all, the ions
must not probe inhomogeneities of the magnetic field; otherwise, it will hamper
the measurement of νc. Therefore, they need to be confined in a well-controlled
volume. Such confinement of the ions is done by the magnetic field itself and by an
additional weak electrostatic field, which completes the Penning trap setup.

Next, I present how the ion can be confined using static electromagnetic fields
and how such fields impact the motion of ions inside the trap. Ultimately, the
knowledge of how charged particles move inside the Penning trap and how these
motions can be manipulated enable us to formulate techniques to measure the cy-
clotron frequency.
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Figure 3.2: In a hyperbolic Penning trap (a), ions are confined in the ”radial” plane by the
action of a magnetic field. Three main electrodes generate an electrostatic field:
a central ring (red) and two end caps (blue). The resulting potential well (b) con-
fines the ion in the axial direction. Within such fields, the final ion motion (c) is
quite complex (green trajectories) and can be broken down in three independent
eigenmotions (details in text). Panel (c) adapted from [107].

3.2.1 Confinement and Ion Motion in a Penning Trap

The cyclotron motion is confined to an orbit contained in a plane (xy) perpendic-
ular to the magnetic field’s direction. It does not provide confinement along this
direction, called axial (z) direction.

To provide confinement in this axial direction, an electrostatic field is superim-
posed to the magnetic field, creating a trapping potential well. A natural choice for
the shape of this potential U is a quadrupole, since it generates harmonic oscillatory
motion:

U(r, z) =
U0

4 d2
0

(
2z2 − r2

)
. (3.7)

Here we chose cylindrical coordinates: r is the distance to the z axis (r =
√

x2 + y2).
The parameters U0 and d0 describe the magnitude of the potential and depend on
the shape of the electrodes that generate it. One common choice of electrode geom-
etry is a pair of finite hyperboloids of revolution as illustrated in panel (a) of figure
3.2. In this case, the surface of the electrodes are equipotentials of eq. 3.7, and the
parameters are easily interpreted: U0 is the potential difference between the central
(”ring”) and the outermost (”end caps”) electrodes, and d0 is a characteristic trap

13 Dehmelt named his invention after Frans Michel Penning, whose work on vacuum gauges inspired the
ion trap [109].

14 Note that eq. 3.6 assumes negligible the electron binding energies.
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dimension determined by d0 =
√

z2
0/2 + r2

0/4. Parameters z0 and r0 are distances
from the center of the trap to each of the electrodes (see fig. 3.2).

Real electrodes, however, cannot be perfect equipotentials of eq. 3.7. Their sur-
faces are finite, and apertures are necessary to introduce and remove ions from the
trap volume. For this reason, additional correction electrodes are added to the as-
sembly to approximate the true equipotential performance. The system is tuned
to have a potential as harmonic as possible in the region where ions are trapped
(see panel (b) of fig. 3.2 - some tuning strategies can be found in [110]). Once this
is achieved, ions in the trap will undergo a harmonic oscillatory motion along the
axial direction with frequency (νz):

νz =
1

2π

√
qe
m

U0

d2
0

. (3.8)

The motion most often used in mass spectrometry is the one perpendicular to the
axial direction, called radial motion15. In a Penning trap, the magnetic field is not the
only driver of motion in this direction since an electrostatic field is superimposed to
it. According to Laplace’s equation (∇2U = 0), there cannot be a global minimum
in the electrostatic potential, and a saddle point should exist in the center of the
trap. Therefore, the confining field in the axial direction implies the existence of a
deconfining electrostatic field in the radial direction too.

This deconfining radial field disturbs the ”true” cyclotron motion and creates an
E× B drift, which is called magnetron motion. It precesses about the magnetic field
axis and the center of the trap with a magnetron frequency ν−. The frequency of
the cyclotron motion is then reduced by ν− and is therefore called reduced cyclotron
frequency16, denoted by ν+. The frequencies of the two radial motions are given by:

ν± =
νc

2
± νc

2

√
1− 2

(
νz

νc

)2
. (3.9)

This relationship also provides the confinement condition for a Penning trap: νz <

νc/
√

2, which in terms of the fields translates to

U0

B2 <
( qe

m

) d2
0

2
. (3.10)

If this condition is not met, the radial deconfinement promoted by the electrostatic
field outweighs the confinement of the magnetic field and the ion escapes radially.
Therefore, the electrostatic field in Penning traps are typically much weaker than
the magnetic field.

The total motion of the ion in the trap becomes quite complex, as exemplified
on panel (c) of figure 3.2. Ultimately, it can be decomposed into three indepen-
dent motions (or eigenmotions): axial, magnetron and modified cyclotron, whose

15 Radial motion is named as such despite the fact it occurs both in the radial and azimuthal directions.
16 Also known as modified cyclotron or trap cyclotron frequency.
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characteristic eigenfrequencies follow this hierarchy: νc > ν+ � νz � ν−. In a typ-
ical Penning trap for ions, νc (and ν+) are on the order of MHz, νz of tens or few
hundreds of kHz and ν− of a few kHz. The eigenfrequencies obey the following
identities:

ν2
c = ν2

z + ν2
+ + ν2

− , (3.11)

ν2
z = 2 ν+ ν− , (3.12)

νc = ν+ + ν− . (3.13)

Finally, as we verified earlier, mass spectrometry requires the measurement of the
true cyclotron frequency. Identities in equations 3.11 and 3.13 relate eigenfrequen-
cies to the true cyclotron frequency, but equation 3.13 demands only the measure-
ment of the frequencies of radial eigenmotions. These identities also make PTMS
very robust.

In the next sections, angular frequencies (ωi = 2πνi) are used instead of ordinary
frequencies for compactness.

3.2.2 Manipulation of Ion Motion in a Penning Trap

Manipulating or exciting eigenmotion modes of an ion in a Penning trap is fun-
damental to the measurement principle of ωc. Most frequency measurement tech-
niques in Penning traps involve preparing the ion in one pure eigenmotion, damp
other modes, or resonantly give energy to a mode. While specific measurement tech-
niques are discussed in the following subsection, some associated ion manipulation
techniques are discussed here.

Manipulating the ion motion means altering the total energy it carries and how
the energy is distributed among its eigenmodes. The total energy (Ei, summing
kinetic and potential energies) stored in each eigenmotion will be a function of the
amplitudes ri of each motion [111]:

Ez =
m
2

r2
z ω2

z , (3.14)

E+ =
m
2

r2
+

(
ω2
+ −ω+ω−

)
, (3.15)

E− =
m
2

r2
−

(
ω2
− −ω+ω−

)
. (3.16)

In the radial motion, the average kinetic energy
〈

Er,kin
〉

is given by

〈
Er,kin

〉
=

m
2

(
r2
+ω2

+ + r2
−ω2
−

)
. (3.17)

The amplitudes of the radial motions (r+, r−) are the radius of each trajectory (see
fig. 3.3). Note that, given the hierarchy of eigenfrequencies, the reduced cyclotron
motion dominates in energy contribution.

37



r++r-
r--r+

Figure 3.3: Example of trajectory of the ion in a Penning trap, projected in the radial plane.

Enhancing or reducing the total energy of the system can be done by changing
the orbits of the eigenmotions. An ion in a pure magnetron motion (r+ = 0, r− > 0)
will store much less mechanical energy than an ion in a pure reduced cyclotron
orbit (r+ > 0, r− = 0), for example.

The orbit can be changed by applying an external time-varying driving field to the
ion to transfer energy to its eigenmotions. Radial motions can be manipulated using
azimuthally varying fields. To introduce such fields, a trap electrode (normally the
central ring) can be split in two or four ways (see fig. 3.4). An additional radio-
frequency (RF) signal is fed to each segment of the electrode, superimposed to the
trapping bias. Such RF signal (of angular frequency ωRF and amplitude URF,0,
varying in time t) can be of the form

URF (t) = URF,0 cos(ωRF t + φRF) . (3.18)

The phase φRF of the signal is applied differently in each electrode depending on
the desired field configuration, adjusted to their purposes. Here we briefly discuss
two common excitation modes: dipole excitations and quadrupole excitations of radial
motions, but analogue procedures also exist involving the axial motion. A more
formal and complete description of such procedures can be found in [112].

Dipole Excitations

Dipole excitations are commonly used in ion preparation in Penning traps. It simply
alters the amplitude of the desired eigenmotion. The phase φRF is applied with 180◦

difference between two parts of the segmented electrode (such as in (b) of fig. 3.4),
and a dipole field URF,d is generated in the center of the trap:

URF,d (t, x, y) =
URF,0

r0
cos(ωRF t + φRF) y , (3.19)

where r0 is the distance between the center of the trap and the segmented ring
electrode.

If ωRF matches ω− or ω+, this field will resonantly drive the amplitude of the
corresponding radial eigenmotion of the ion. Depending on the relative phase ∆φ

between the driving field and the ion’s motion, it may initially damp this motion
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Figure 3.4: (a) An example of a four-way radially segmented ring electrode (disassembled)
to drive RF excitations in the radial motion. On top of their trapping bias, each
electrode is subject to a signal in the form of eq. 3.18, whose phase φRF is ei-
ther 0 (blue) or π (red) depending on the desired type of field. Examples of
configurations to create dipole (b) and quadrupole (c) fields are given.
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Figure 3.5: Evolution of magnetron radius as a function of the duration of the dipole excita-
tion for three values of the phase difference between the ion’s magnetron motion
and the RF field. Although this example is constructed for the magnetron motion,
it also applies to the reduced cyclotron motion. Figure adapted from [111].

or excite it, as can be seen in figure 3.5. After enough dipole excitation time td, the
orbit radius will inevitably be incremented independently of ∆φ.

Dipole excitations are very useful in PTMS. They may be applied in preparing the
ion into a very specific orbit or a pure eigenmotion, by exciting one and damping
the remaining. One of its most common uses, however, is in the dipole cleaning
technique [112, 113], which removes contaminant ions from the trap volume. Dipole
excitations of the reduced cyclotron motion can be used to drive a known intruder
to such a high orbit that it lands on the surface of an electrode, effectively removing
it from the trap. Since ω+ is as mass-dependent as ωc, a dipole field is tuned to be
only in resonance with contaminant ions, leaving ions of interest unaffected.
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Figure 3.6: One full conversion of a pure magnetron motion (green) in a pure reduced cy-
clotron motion (red) through a quadruple excitation in the resonance condition
ωRF = (ω+ + ω−). The ion trajectory through the procedure is divided in two
halves for clarity: (a) for the first half and (b) for the second. Figure adapted from
[111].

Quadrupole Excitations

In quadrupole excitations, the RF field couples two eigenmotions and, thus, con-
nects two eigenfrequencies. Its most common use is to convert a pure magnetron
motion into a pure cyclotron motion through the frequency ω++ω−, which directly
accesses ωc in one single procedure.

The field is generated by applying the signal of eq. 3.18 with 180◦ phase shifts on
sets of electrode segments perpendicular to each other, as shown in (c) of figure 3.4.
The resulting field is described by a quadrupole:

URF,q (t, x, y) = 2
URF,0

r2
0

cos(ωRF t + φRF) x y . (3.20)

If the resonant condition ωRF = (ω+ + ω−) is met, a full conversion between
r+ and r− can be obtained. This conversion is illustrated in figure 3.6 in which
an initially pure magnetron motion is converted to a pure reduced cyclotron. The
process is periodic, and an example of such evolution is shown in figure 3.7. Full
conversions are obtained at excitation times tRF that are multiple of the conversion
time tconv:

tconv = 4π
r2

0
URF,0

B , (3.21)

which is dependent on the magnetic field strength B and on the amplitude of the
RF field, but not dependent on the mass of the particle. One important property
can be seen: the product tconv ·URF,0 is a constant of the trap system, which greatly
facilitates tuning and parameter scaling when different tRF are desired.
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Figure 3.7: Interconversion of magnetron (green) and red. cyclotron (red) motions as a
quadrupole excitation is applied indefinitely. Full conversions occur periodically
at multiples of tconv. Figure adapted from [111].

Quadrupole excitations are the preferred process of measurement of ωc in PTMS.
It allows the measurement to be done in one single step instead of measuring ω+

and ω− independently.

3.2.3 Frequency Measurement Techniques in Penning traps

There are three techniques to measure characteristic frequencies of ions in a Penning
trap. All methods employ the manipulation techniques described above to enhance
their signals. Here is a brief description of them:

FT-ICR: in the Fourier Transform Ion Cyclotron Resonance technique [114], the
signal that the ions induce in the trap electrodes is amplified by low-noise
cryogenic electronics, and a Fourier analysis of the signal generates a frequency
spectrum.

PI-ICR: in the Phase-Image Ion Cyclotron Resonance technique [115], the ion’s
radial position in the trap is measured by its careful extraction onto a position-
sensitive detector. Positions measured at different times enable the reconstruc-
tion of the phase evolution and, consequently, the frequency of the motion.

ToF-ICR: the Time-of-Flight Ion Cyclotron Resonance technique [116] consists of
applying an RF excitation and subsequent ejecting of the ion from the trap
towards a detector. The time-of-flight from the trap to the detector is measured.
In the case when the resonance condition is met, the gain in kinetic energy
will be translated into a shorter flight time to the detector. The procedure is
repeated using a different ωRF. The scan over the frequency range reveals the
cyclotron frequency of the ion motion.

In this work, we employed the ToF-ICR technique. The complete ToF-ICR proce-
dure to measure ωc using quadrupole excitations is described in the following.
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Figure 3.8: Off-axis ion injection in a Penning trap using a Lorentz Steerer (blue).

ToF-ICR: Initial Magnetron Motion

The first step in ToF-ICR for the measurement of ωc is to prepare the sampled ion
in a pure magnetron motion. The ion is normally injected in the center of the trap17,
where r+ = r− = 0. Then, a dipole excitation prepares the ion at a magnetron
orbit (at TITAN, r− ≈ 1 mm). Since ω− has a weak mass dependence, it may be
previously measured with a calibrant ion of known mass and easily calculated for
the ion of interest.

Alternatively, a technique called Lorentz steering [117] is used for fast ion prepara-
tion into a pure magnetron motion. A pair of electrostatic steerer plates is put right
before the entrance of the trap, well inside the strong magnetic field. The E × B
drift drives the ion off-axis prior to its injection into the trap and results in an initial
magnetron motion (see fig. 3.8).

This procedure allows one to skip the dipole excitation step, which typically takes
a few tens of milliseconds. However, it is also known to induce a small reduced
cyclotron motion [117], which is undesirable. Therefore, Lorentz steering is typically
only used for mass measurements of very short-lived species (half-life . 100 ms),
when long ion preparation times cannot be afforded.

ToF-ICR: Quadrupole Excitation

With the ion in a pure magnetron motion, a conversion to a pure reduced cyclotron
is done through quadrupolar excitation. The RF excitation frequency is scanned
through many measurement cycles. The detuning frequency (∆ωRF) is defined as:

∆ωRF = ωRF −ωc . (3.22)

Naturally, the conversion is maximal when ∆ωRF = 0. Since ω+ � ω−, the ion’s
radial kinetic energy is also maximum (see eq. 3.17), so it can be employed as a
”gauge” of achieving resonant conditions.

If ∆ωRF 6= 0, the complete conversion cannot occur. However, some incomplete
conversion may still occur if the detuning is sufficiently small. This can be seen in

17 Tuning procedures to achieve that are described in section 4.2.4.
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figure 3.9, where the radial kinetic energy of the ion after the quadrupole excitation
is shown in function of the detuning frequency.

The width of this frequency window (∆ν) is an approximate measure of the full
width at half maximum (FWHM) of the conversion line shape as a function of ∆ωRF

(see panel (b) of fig. 3.9). It depends on the conversion time (tconv):

∆ν ≈ 0.8
tconv

, (3.23)

which implies that a ”sharper” (i.e. more precise and better resolving) measurement
of ωc can occur with a longer measurement time.

In fact, the conversion line shape is very similar to the Fourier transform of the
excitation signal, which is a sine wave modulated by a square pulse of duration tRF

(see fig. 3.9). As tRF → ∞, the signal tends to a pure sine wave, whose Fourier
transform is a delta function.

Alternatively, a different excitation scheme, invented by Norman Ramsey (Nobel
Prize 1989), may be used to reduce ∆ν using the same measurement time. It con-
sists of splitting the RF signal in multiple shorter pulses, separated by a time of
excitation-free evolution [118, 119].

In a two-pulse Ramsey scheme, as depicted in panel (a) of figure 3.10, an initial
quadrupole excitation pulse of duration ton is applied to achieve 50% conversion.
Then, both radial eigenmotions are allowed to evolve freely for a time to f f , creating
a phase difference between them. Finally, another quadrupole excitation pulse of
duration ton completes the conversion to pure reduced cyclotron motion. The total
procedure time is tRF = 2 ton + to f f , although the conversion occurs for a duration
tconv = 2 ton. The amplitude of the signal must be adjusted according to eq. 3.21.

Using this scheme, the conversion is still maximal at the resonance condition
ωRF = ωc, but it creates multiple fringes that spread across a large detuning range18

(see (b) of fig. 3.10). This is an effect of the phase interference created as a result
of the excitation-free evolution. The big advantage of this scheme is that the central
fringe is narrower than the line width obtained using the standard scheme at the
same tRF. The Ramsey excitation improves the precision of the measurement by a
factor 2 or 3.

One drawback of the Ramsey excitation scheme is the need to perform an initial
measurement using a standard quadrupole scheme. Since many fringes may gen-
erate conversion levels very close to 100%, even at large ∆ωRF, the position of the
central fringe must be unambiguously identified for accurate frequency measure-
ment.

18 Equation 3.23 is still valid, but for Ramsey excitations tconv < tRF , hence the worse overall resolving
power.
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Figure 3.9: (a) The RF signal (red) in a standard quadrupole excitation can be seen as the
superposition of a sine wave (yellow) and a square pulse of duration tRF (black).
(b) The degree of conversion achieved can be measured by the kinetic energy of
the radial motion, which is maximal when ωRF = ωc.
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Figure 3.10: (a) The RF signal (red) in a two-pulse Ramsey quadrupole excitation is the super-
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(dashed gray), which improves the precision of the measurement.
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Figure 3.11: Illustrated example on the ion’s time-of-flight dependency on the energy of the
radial motion in the trap. The radial energy is converted into axial energy as the
ion passes through the gradient of the magnetic field; an ion with larger radial
energy (by means of an excitation for example) will arrive sooner at the detector.
The bottom graph shows the axial map of the magnetic field strength (red) and
the magnitude of the force (green, see eq. 3.25) along the path to the detector.

ToF-ICR: Extraction and Detection

In this last step, the ”gauge” of achieving resonant condition (ion’s radial kinetic
energy) is translated to a detectable signal. After the quadrupole excitation, the ion
is extracted from the trap by lowering the potential of one end cap electrode. It
flies towards a detector, and the time between the trap opening and the detector
registering a hit is measured. The ion flies faster towards the detector if ωRF = ωc,
as explained below.

The ion in the trap, with its radial motion about the magnetic field (of strength
B), generates a magnetic dipole whose momentum (µ) is dependent on its radial
kinetic energy (Er,kin):

µ = −
Er,kin

B
ẑ , (3.24)

which should be also a function of the applied excitation frequency ωRF.
The detector lies outside the magnet. Therefore, the ion must pass through a

region of a gradient magnetic field. Here, it is subject to a force (Fµ):

Fµ = ∇(µ · B) . (3.25)

The ion’s radial energy is converted to the axial direction and boosts the ion’s ve-
locity towards the detector. The time-of-flight from the trap to the detector, passing
through the electric potential Uz(z) and the magnetic field strength Bz(z) mapped
the axial direction, is then given by:

to f (ωRF) =
∫ zd

zt

√
m

2 [Ez(zt)− qe ·Uz(z) + µ(ωRF) · Bz(z)]
dz , (3.26)
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Figure 3.12: Two ToF-ICR measurements of the cyclotron frequency of 41K+, measured at
TITAN facility: (a) with standard quadrupole excitation for 500 ms and (b) with
Ramsey quadrupole excitation for 400 ms (ton − to f f − ton = 80− 240− 80 ms).
Red curves are analytical fits to the data based on eq. 3.26.

where zt and zd are the positions in the axial direction of the center of the trap
and the detector, respectively. Ez(zt) is the initial kinetic energy of the ion. Since
the kinetic energy is boosted by the conversion, the time-of-flight is considerably
shorter (see figure 3.11).

Examples of typical ToF-ICR resonances where νc is measured are shown in figure
3.12, using both standard and Ramsey excitation schemes. Note the resemblance
between the line shapes and the corresponding radial kinetic energy profile seen in
figures 3.9 and 3.10.
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3.2.4 Practical Considerations of the ToF-ICR Technique

The ToF-ICR technique is a reliable technique that is extensively employed in mass
spectrometry. The technique routinely achieves relative mass precisions as low as
a few parts per billion and enabled the measurement of nuclides as short-lived as
11Li, with a half-life of only 8.8 ms [120]. However, it does have limitations regarding
more challenging experiments in nuclear sciences, as explained next.

Although it is a very precise technique, its resolving power is proportionally
worse than in other techniques. In equation 3.3, CToF-ICR is on the order of unity,
while in the MR-ToF-MS it can be over an order of magnitude larger. The resolution
in ToF-ICR is essentially given by νc/∆ν, which according to eqs. 3.23 and 3.5 is

RToF-ICR
m ≈ 0.2

qe B
m

tconv . (3.27)

Therefore, it has a hard limit bound by the measurement time and cannot be fur-
ther improved using better preparation techniques, as most mass spectrometry tech-
niques do. It is considerably worse in the Ramsey excitation case, which sacrifices
resolution for large gains in precision, as panel (b) of figure 3.12 illustrates.

Isotopes of interest are often co-produced with many other isotopes that may be
present in the sample. In a ToF-ICR measurement, such contaminant species may
overlap with the species of interest due to the reduced resolution. In addition to
that, the sensitivity of the technique is reduced in the presence of contaminants.
Clear resonances are typically obtained with a contaminant-to-interest ratio better
than 1:5, otherwise the ions of interest would be hardly distinguishable from the
background. The dipole cleaning technique can successfully remove contaminant
species at ratios of about 1:200. However, it is not infrequent that contaminant
species are million times more abundant than the species of interest.

For the same reason, it is rare that the species of interest and the calibrant can be
measured in the same frequency spectrum, which is called internal calibration. In-
stead, it requires measurements of νc and νc,re f to be done in separate measurements.
This procedure demands extra caution regarding time-dependent fluctuations in the
setup and may lead to additional systematic errors.

ToF-ICR is also a scanning technique. It is based on a search for a matching
condition, which requires the measurement of many ions to trace a clear baseline.
In the measurement shown in panel (a) of figure 3.12, about 75% of investigated
ions were not in resonant condition, but are necessary to identify the position of
the resonance accurately. A typical measurement requires at least a few hundred
ions to be successful. It is a concerning factor when dealing with species that are
produced in minimal amounts. Moreover, although the mass range can be of almost
arbitrary length, it is very costly to perform broad frequency scans. In practice, the
mass range of ToF-ICR is very narrow, surrounding only closely lying species.

Next, another mass spectrometry technique is presented. Although not as precise
as PTMS, it addresses many of the issues presented here and enables one to extend
mass measurements to rarer species.
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3.3 Multiple Reflection Time-of-Flight Mass
Spectrometry

Time-of-Flight Mass Spectrometers (ToF-MS) also makes up a class of instruments of
widespread use in many fields [121], such as nuclear science and analytical chem-
istry. It is based on the time separation between two particles, distinct in mass,
while traveling the same distance L, starting together at same kinetic energy Ekin.
The time-of-flight (to f ) for each particle (of mass m) is given by

to f = L
√

m
2 Ekin

, (3.28)

thus the time separation between particles with masses m1 and m2 is proportional
to L(

√
m1 −

√
m2).

In such devices ionized particles are sent, in bunches19, through an accelerating
potential Ua, which defines the initial kinetic energy. The ions enter a field-free
region where they drift towards a detector. In such case, as Ekin = qe Ua (where qe
is the charge of the ion), the time separation between different particles arriving at
the detector scales with L(

√
m1/q1 −

√
m2/q2).

Similarly to PTMS, the atomic mass (ma) of the species of interest can be obtained
from the atomic mass of a reference ion (ma,re f ) and the ratio Rto f between their
time-of-flights:

Rto f =
to f

to fre f
=

√
ma − q me

ma,re f − qre f me

qre f

q
, (3.29)

where q and qre f are the charge states of the ion of interest and the reference ion,
respectively; and me is the mass of the electron.

In experiments, the true time-of-flight through the drift region is systematically
shifted from the measured time-of-flight (tmeas) by a constant time offset (t0):

to f = tmeas − t0 . (3.30)

The nature of this offset is mostly from ion’s flight outside the drift region, such as
during the acceleration stage, but has also contributions from the detectors and the
electronic processing of the signal. The overall offset is typically a constant in the
experiment and needs to be evaluated.

Measurements in ToF-MS are fast compared to PTMS. Cycle times can be on
the order of a tens of µs, permitting high measurement cycle frequency. Large
ion samples can be distributed over many cycles, so systematic errors from ion-ion
interaction are reduced. Moreover, ToF-MS is a non-scanning20 technique with a
wide mass range, which allows the analysis of complex admixtures in the sample

19 The bunching feature is necessary to correlate in time a detected event to the start of the flight.
20 A scanning technique, as defined in sec. 3.2.4, is based on a search for a matching condition, like the

frequency in ToF-ICR.
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in a single measurement. Advanced ToF-MS spectrometers can reach relative mass
precisions of a few parts-per-million (10−6) and resolutions of 104.

The resolving power (Rm) of such technique depends on the initial energy spread
and initial spatial spread of the ions, which translates to a measured time-of-flight
dispersion ∆t in the detected spectrum:

RTOF-MS
m =

to f
2 ∆t

. (3.31)

The overall effect of ∆t diminishes as the time-of-flight increases. Therefore the
resolution of such technique greatly benefits from an extended flight path. Yet, there
are clear practical limitations that prevent the drift region from being expanded to
arbitrary lengths. One elegant way of circumventing this is to recycle the flight path,
circulating the ions through the same analyzer multiple times.

This is the concept behind the Multiple-Reflection Time-of-Flight Mass Spectrom-
eter (MR-ToF-MS) [122, 123]. The field-free drift region is placed between a pair of
electrostatic mirrors. The ion sample is reflected back for as many passes through
the analyzer region as desired, effectively making the device in a spectrometer with
tunable length. Flight paths on the order of kilometers are achievable using a com-
pact system of about a meter long.

Next, the concept of the MR-ToF-MS and its operation as a mass spectrometer are
explained in detail in subsections 3.3.1 and 3.3.2.

3.3.1 Concept of the MR-ToF-MS

A typical MR-ToF-MS setup includes an ion preparation device, a mass analyzer,
and a fast-timing detector. The preparation device is required to appropriately
inject ions in the mass analyzer. As already mentioned, the ion bunches’ initial dis-
persions in energy and position should be as low as possible for a greater resolution
[123]. In many MR-ToF-MS devices a dedicated preparation ion trap, with capabili-
ties of cooling and bunching ion samples, is placed right before the entrance of the
analyzer. Further details on ion preparation are given in sec. 4.2.4.

The mass analyzer of an MR-ToF-MS is composed of a drift section between two
electrostatic reflectors. A typical electrode structure concept is shown in figure 3.13.
During the measurement procedure, the electric potential in the mirrors exceeds the
kinetic energy of the ions. Therefore the ions are confined inside the device, moving
back and forth between mirrors. The outermost electrodes can be switched to lower
potential to allow ion bunches to be injected and extracted through apertures placed
in the end electrodes. After the ions fly a certain number of turns inside the analyzer,
they are extracted to the detector. The time-of-flight through the whole procedure,
from the moment the ions are injected in the analyzer to when they hit the detector,
is registered.

In the mass analyzer, the drift section is a field-free region where the ions fly at a
constant speed. It is specially designed to minimize electric field penetrations that

49



Detector

U
(z

)

Ion 

injection

Figure 3.13: Scheme of the electrode structure of a typical MR-ToF-MS mass analyzer (top)
and the correspondent generated electrostatic potential along the axis of the
spectrometer (bottom). Adapted from [124].

could interfere in the ion’s trajectory. Optionally, some systems include a mass range
selector in the middle of the drift region to aid in the selection of a specific mass
range [123]. More details are given in sec. 3.3.2.

The design of the mirrors is a critical step to the appropriate working of the mass
spectrometer. They are usually a stack of a few electrodes that shape the electric
field of the mirror. The mirrors must be gridless; otherwise, the multiple passes
of an ion bunch through the grids would lead to scattering and changes in the
ion energy and trajectory, and considerably reduce the efficiency of the device. A
gridless design requires extra care in the construction of the mirrors to minimize
aberrations, i.e. imperfections on the shape of the mirror potential that cause an
imperfect reflection.

Most importantly, the mirrors must be tuned to ensure two properties: confine-
ment and isochronicity, described next.

Confinement

In order to extend ion flight paths to long lengths (typically hundreds of meters or
kilometers), ions need to have stable orbits inside the device. Per design, the axial
confinement is provided by the potential well created by the mirrors. However, ion
bunches also expand radially. As the flight path grows, this expansion may cause
severe ion losses due to collisions with electrodes.

To account for such expansion, one electrode in each mirror also works as an
electrostatic device called Einzel lens [125] to refocus the ion trajectories in every
turn. An Einzel lens, as in fig. 3.14, creates a small region of fast acceleration and
deceleration, which changes the ion velocity in the radial direction. Parallel ion
beam trajectories should converge in a focal point after the lens. The position of the
focal point is tunable according to the potential difference (UEL) between the lens’
electrodes and is independent of the ion’s mass [126].
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Figure 3.14: Parallel ion trajec-
tories are focused as they pass
through an Einzel lens. Below, the
electrostatic potential in the axis
of the lens is shown.

Figure 3.15: Example of a simulated trajectory of an ion being
injected, making one full turn in the analyzer and being ejected.
Adapted from [129].

In the MR-ToF-MS analyzer, the Einzel lenses in the mirrors can be identified in
fig. 3.13 as the two deep potential wells. With appropriate tuning of the lens’ poten-
tial, radial ion confinement is achievable. Hence, both axial and radial confinement
are provided by the mirrors, and trajectories inside the analyzer can be made stable
with adequate tuning. One example of such a stable orbit is given in figure 3.15.

Consequentially, the MR-ToF-MS can be considered as a form of electrostatic ion
trap. The achievable storing time, however, is typically short compared to most
ion traps. The current generation of MR-ToF-MS can confine ions for tens of mil-
liseconds. Meanwhile Penning traps can store a sample for several seconds, or
even months in a few devices [127]. Although this remains to be further investi-
gated, losses in MR-ToF-MS are generally attributed to ion interactions with the
background gas, and transverse expansion of the beam due to optical aberrations
[124, 128, 123].

Isochronicity

Isochronicity is the property that time-of-flight differences in any ToF-MS system
only depend on the ion’s mass-over-charge ratio, independent of their initial posi-
tions, incident angles and energies. Only then eq. 3.29 can be true. Yet, time spreads
regarding initial conditions are unavoidable, although they can be minimized.

Ultimately, it is required that the timing detector is positioned in a time focus of
the analyzer. The concept of time focus is illustrated in an example in figure 3.16.
Ions that start their flights at different positions and energies are subject to slightly
different works by the accelerating potential. Ions initially closer to the drift section
enter it with lower speed than ions initially further; eventually, trajectories cross the
same plane at the same time. Such accelerating potentials can be tuned to generate
a time focus in a specific point of the setup.

The field gradients of the mirrors are tuned so that faster ions fly further inside
the mirror and, thus, take more time to turn. The right balance between the time
spent in the analyzer and the time spent in the mirror yields a time focus for every
turn. Consequentially isochronous orbits are obtained in the analyzer.
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Figure 3.16: The energy and position spread of the ions (with same m/q), under an accel-
erating potential U(z), causes differences in speed and path length in the drift
section. This effect cancels out in the ”time focus” position, where ions simul-
taneously arrive. Changing the shape of U(z) shifts the position of the time
focus.

The tuning of the reflectors is done for an ion bunch with specific energy dis-
tribution. If one parameter is changed, the system loses its overall isochronicity.
Therefore, the stability of the overall system is important, which includes tempera-
ture stability, mechanical stability, and stability of power supplies.

Also, a finite number of mirror electrodes means that the ”ideal” reflecting po-
tential is truncated up to some order. It generates optical aberrations that affect
ion orbit and, thus, the isochronicity of the system. This is illustrated in figure
3.17, which shows the time-of-flight of several simulated particles (with a Gaussian
energy distribution) after one isochronous turn in an analyzer. The effect of aber-
rations due to the truncated potential is seen in the tails of the energy distribution.
On the other hand, adding more mirror electrodes increases the degrees of freedom
of the system, which makes it harder to tune and more prone to instabilities. An
optimal configuration balances aberration effects and ease of tuning and operation.

3.3.2 Operation as a Mass Spectrometer

The isochronous operation of the mass analyzer turns the MR-ToF-MS into a fast
and versatile high-resolution mass separator. However, challenges appear when the
system is used to reach the highest possible resolving power.

In ToF-MS techniques, the final mass resolution depends on the time spread ∆t0

acquired by initial conditions. MR-ToF-MS systems minimize the influence of initial
conditions by extending the flight path to a large number of turns Na inside a mass
analyzer. However, as seen in fig. 3.17, the isochronicity is not perfect, and a small
time-of-flight error ∆ta is added at each turn. The resolving power in such system
is then [124]

RMR-ToF-MS
m =

t0 + ta Na

2
√
(∆t0)2 + (∆ta Na)2

, (3.32)
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Figure 3.17: Simulated time-energy relation of an ion cloud through one turn in a mass an-
alyzer. All particles departed simultaneously from the middle plane of the ana-
lyzer with an energy spread of 22.5 eV around 1.5 keV. The top panel shows
the histogram of the simulated events projected in the time axis. The non-
isochronous patterns seen in the scattered events are created by the time-of-
flight aberrations. Adapted from [129].

where ta is the time-of-flight through a single turn in the analyzer. As the number
of turns increases, the resolution reaches saturation:

lim
Na→∞

(RMR-ToF-MS
m ) =

ta

2 ∆ta
, (3.33)

which can be orders of magnitude larger than a standard ToF-MS system.
In figure 3.18, a sample time-of-flight spectrum is shown, which was taken near

the saturation resolving power of the used spectrometer. The achieved resolution
exceeded 2 · 105 and enabled clear separation of the isobar doublet 40Ar+ and 40K+.

Naturally, ∆ta can be reduced with careful design and construction of the ana-
lyzer: aberrations and field penetrations need to be minimized; pieces need to be
precisely machined and aligned; good vacuum need to be reached; materials with
low thermal expansion coefficients need to be selected in order to minimize lengths
fluctuations due to thermal expansion; power supplies need to be stable, and the
electronics for signal processing need to have their noise minimized.

However, a few operational strategies and techniques considerably improve the
resolution and the mass spectrometry capabilities of the MR-ToF-MS. Some of those,
which are employed at the TITAN MR-ToF-MS system, are discussed next.
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Figure 3.18: A time-of-flight spectrum from a sample containing 40Ar+ and 40K+ analyzed
at TITAN’s MR-ToF-MS using 600 isochronous turns. Reproduced from [130].

Time Focus Matching

As mentioned, a typical mass measurement cycle in an MR-ToF-MS consists of the
injection of ions from a preparation device followed by an arbitrary number of
isochronous turns inside the analyzer. Subsequent extraction of ions to a timing
detector follows. However, the time focus at the isochronous turns is tuned for a
specific flight path that does not comprise of the injection and extraction procedures.
In such cases, the ideal time focus lies outside the analyzer.

This can be corrected: the time focus matching from injection and extraction is
done by time focus shift (TFS) reflections [131]. In those cases, one mirror potential
is temporarily switched to a different potential shape than the isochronous one. A
”harder” potential (steeper derivative) brings the time focus closer, while a ”softer”
drives it further away. The switch to (or from) a TFS configuration is done when
ions are in the other mirror to minimize the influence of ringing and switching
noises.

In figure 3.19, one operation scheme is shown. It includes one TFS in the first
turn to drive the time focus to the center of the drift region, and another TFS in the
last turn to shift the time focus to the detector. In fact, many operations schemes
are possible as long as the time focus remains at the detector. Studies reported that
the same resolving power was obtained with 3 times fewer turns with the use of
TFS turns [131].
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getting extracted to a detector. Two time focus shift reflections are performed
to focus-match the injection and extraction of ions. Note that more energetic
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Figure 3.20: Time-of-flight histograms over many measurement cycles of the same sample,
measured at the TITAN MR-ToF-MS. On top are the integrated histogram of all
measurement cycles. In (a), the raw spectra shows large time fluctuations. In
(b), a time-resolved calibration was applied to the same data, and the resolution
was improved in 75%. The sample was analyzed for 20 minutes.
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Temporal Fluctuations

A typical mass spectrometry measurement for one isotope may range in time from a
few minutes to an hour, depending on the desired precision and the available yield
of the ion of interest. The longer the measurements take, the more the system is
prone to instabilities of power supplies or thermal swings that may alter the overall
length of the analyzer. Such temporal variations slightly change the time-of-flight
of ions and cause broadening of the peaks.

Such effect can be seen in panel (a) of figure 3.20: ion samples from the same
source were repeatedly measured for 20 minutes, and the position of its time-of-
flight peak significantly varies in time.

To first order, fluctuations affect all ions proportionally to their
√

m/q, keeping
the isochronicity of the system. Using this fact, a time resolved calibration (TRC) can
be applied to correct the spectrum for time-dependent drifts, as a post-measurement
procedure [132].

In this procedure, the data is partitioned in time, and one intense peak in the
spectrum is taken as a reference (as an internal calibrant). Every time partition is
shifted in time-of-flight so that the centroid of the reference peak coincides with its
centroid in the first partition. The result can be seen in panel (b) of figure 3.20, and
may significantly improve the resolving power.

This procedure requires that an intense and well-resolved peak is present in the
sample. If such species are not present, one artificially introduces an ion to the
sample, preferentially with the same mass number as the species of interest, from
an external ion source. Such a procedure is described in [133].

Mass Range Selector

A limitation of the MR-ToF-MS technique is an ambiguous mass range: ions with
different masses may undergo a very different number of turns in the analyzer, but
may appear very closely, or even overlapping, in the spectrum. This problem is
illustrated in panel (a) of figure 3.21.

The ”unambiguous” mass range can be defined as the mass range that contains
only species that went through the same number of turns (Na). It can be character-
ized by the ratio between the maximum and minimum m/q:

(m/q)max

(m/q)min
<

(
Na + 1

Na

)2
. (3.34)

As the number of turns increase, the unambiguous mass range shrinks and the
spectrum is more likely to have mixed-turn species.

In principle, it is possible to disentangle mixed-turn spectra by taking multiple
spectra at different numbers of turns. However, an elegant solution to this is to
include a mass range selector (MRS) [134, 123, 135] in the middle of the mass analyzer.
It consists of a pair of deflecting electrodes with fast-switching capabilities. An RF
signal is applied to one of the electrodes, momentarily switching the MRS from
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Figure 3.21: (a) The ambiguous mass range of MR-ToF-MS illustrated: a sample containing
three different species are analyzer by an MR-ToF-MS, one (red) is considerably
lighter and undergo more turns than the other two. In the spectrum (insert) it
appears like an intermediate mass between the other two species. (b) A solution
to this is to have a mass range selector tuned to only allow species within a
certain mass range, deflecting the unwanted species and making the spectrum
unambiguous. The green band shows the spatial dimensions of the MRS in the
analyzer, while grey bands show the times when the MRS is deflecting.

an open state (through which ions pass unaffected) to a deflecting state, where a
transverse electric field drives ions well out of their isochronous orbit, effectively
removing them from the analyzer. The frequency of the signal is tuned to the
revolution frequency of a specific desired mass range inside the analyzer, and ions
within the range always pass through the MRS while it is in the open state.

The principle of the MRS is illustrated in panel (b) of figure 3.21. It must be
noted that the design of the MRS must take into account minimal fringe fields in
the analyzer section, and only low noise electronics should be employed.

3.3.3 Practical Considerations of the MR-ToF-MS Technique

MR-ToF-MS is an emerging technology in nuclear sciences. Its use in nuclear science
was first proposed less than two decades ago [136]. The current generation of such
spectrometers is able to achieve resolutions of 105 and relative mass precisions of
10−7 [123] which, combined with the advantages of a typical ToF-MS spectrometer,
makes it a very competitive tool for nuclear sciences. Due to its performance, such
systems are now in use or planned in every major radioactive ion beam facility
[137].

As mentioned, MR-ToF-MS are fast and non-scanning spectrometers. A typical
measurement cycle analyzes all species contained in the sample with single ion
sensitivity and may only take a few milliseconds. If compared to the typical cycle
of hundreds of milliseconds of the ToF-ICR PTMS technique, its performance is
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Figure 3.22: Performance of two mass spectrometry techniques (for several m/q) regarding
their resolution as a function of their measurement times: MR-ToF-MS in red
and ToF-ICR PTMS in blue. Values are based on the two spectrometers of TITAN
facility (see sec. 4.2). It worth noting that ToF-ICR PTMS typically yields over
one order of magnitude larger precision than MR-ToF-MS for the same resolving
power and accumulated statistics.

very appealing for measuring very unstable and rare species. In figure 3.22 the
mass resolution of the two techniques is compared as a function of the time scale of
their measurements.

Because of its advantages, MR-ToF-MS systems have also been used for other ap-
plications in rare ion beam facilities. They have been employed as a high-resolution
mass separator to deliver isobarically clean samples to other experiments [49] and
as a beam diagnosis tool [138], which is also done in this work. The broadband
operation and high sensitivity enable quick identification and quantification of un-
known ion samples, which in turn allows fine-tuning of parameters involved in ion
sample production and transport.
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4 E X P E R I M E N TA L OV E RV I E W

The experiment at the core of this thesis was performed at TRIUMF’s Ion Trap for
Atomic and Nuclear science (TITAN) facility [69]. Both PTMS and MR-TOF-MS sys-
tems were employed. TITAN’s Penning trap mass spectrometer, the Measurement
Penning Trap (MPET), has been in operation for over a decade. It is a very well
established spectrometer for the mass measurement of radioisotopes and holds the
World record for the fastest PTMS measurement [120]. TITAN’s MR-ToF-MS was in-
stalled at the facility in April 2017. The results described here are from the inaugural
experiment of the device; therefore, parallel and independent measurements of the
same samples were performed using the two spectrometers. In this way, the results
of the MR-ToF-MS could be compared with the results of the MPET spectrometer.

The TITAN facility itself is located at the Isotope Separator and ACcelerator
(ISAC) [139] facility of TRIUMF laboratory in Vancouver, Canada. In the follow-
ing section, an overview of the ISAC facility and its equipment employed in this
experiment is presented. The TITAN facility is introduced in detail in section 4.2.
Finally, the experimental procedure is outlined in section 4.3.

4.1 ISAC Facility and Isotope Production

ISAC uses the well established Isotope Separation On-Line (ISOL) method [139,
140] to produce Radioactive Ion Beams (RIBs). The RIBs are produced through
nuclear reactions induced by a highly energetic (typically between 50 MeV to 1.5
GeV) driver beam on a thick target, inside which the reaction products stop. The
target is coupled to an ion source, and the ionized isotopes are formed into a beam
and sent through a mass separator. The selected isotope beam is then available for
experiments.

The ISAC RIB production facility is depicted in figure 4.1. The main stages of
the ISOL technique - production, ionization, and separation - are described in the
following in the context of this experiment.

Production of Radioisotopes

The neutron-rich titanium isotopes were produced in an ISAC target made of nat-
ural tantalum impinged by a 480 MeV proton beam at 40 µA. The driver beam
was provided by TRIUMF’s main accelerator, an 18-meter cyclotron that can deliver
proton beams up to 520 MeV.
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Figure 4.1: The RIB production facility at ISAC receives a high-energy proton beam (blue)
from TRIUMF’s main cyclotron and produces radioisotopes in a hot thick target,
whose module is depicted in the inset. Ions are produced, in the case of this
experiment, through resonant photo-ionization by shining lasers (green) onto the
target module. An ion beam (red) is created, sent through a mass separator and
delivered to experiments. Figure adapted from [141].
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Figure 4.2: Simulated normalized production yields of radioisotopes using a tantalum ISAC
target, obtained through the ISAC Yield Database [142]. Both stable isotopes (in
black) and the region of interest (titanium isotopes around N = 32) are marked
for reference.
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The protons induce nuclear reactions in the target. Tantalum nuclei undergo
spallation and fragmentation reactions, and the product particles stop inside the
target medium. In this process, a large number of isotopes are produced [143].
Figure 4.2 shows simulated radioisotope production under the conditions of the
experiment, highlighting the region of interest in this experiment.

Release and Ionization

In the ISOL technique, to form an ion beam, the isotopes of interest need to be
released from the target and reach an ion source. The release process requires
isotopes to diffuse out to the surface of the target material, undergo desorption and
effuse out of the target container towards the ion source.

ISOL targets are heated to high temperatures (T ≈ 2000 ◦C) to enhance the release
processes. However, chemical and physical processes that influence the release
efficiency, such as diffusibility, volatility, and decay half-life, affect the availability
of certain beams [140, 144]. As a consequence, for example, the production of
ion beams of refractory metals and reactive elements, such as iron and boron, is
currently very challenging [145].

After the release, the isotopes are formed into an ion beam by an ion source.
The most common and simple ionization process found in ISOL facilities is surface
ionization. In many cases, the produced ion beam will have surface ionized com-
ponents (unless the source is specially designed to suppress them, such as in [146]).
The surface ionization efficiency (εion) strongly depends on the temperature (T) and
on the species’ first ionization potential (Ei):

εion ∝
[
1 + e−(W−Ei)/kBT

]−1
, (4.1)

where W is the work function of the surface material and kB is the Boltzmann
constant.

For example, alkali species, whose ionization potential is typically below 5 eV, are
very easy to be surface ionized. Titanium, however, has a relatively high ionization
potential (∼ 6.8 eV, see fig. 10 of [147]). Moreover, its target release properties are
such that it was even included among particularly difficult (or almost impossible)
ISOL beams [145]. Therefore, a different technique was employed to efficiently
ionize titanium atoms released from the target: the resonant laser ionization [148].

The technique photo-ionizes atoms by using high-power lasers that resonantly
promote atomic transitions. In a multi-step process, a valence electron is excited
to a high-lying energy level and then detached from the atom by another transition
(via an auto-ionizing state, for example) [148]. This method is element selective, and
most atoms that reach the laser interaction region are successfully ionized, making
it extremely powerful for rare isotope research.

At ISAC, the TRIUMF’s Resonance Ionization Laser Ion Source (TRILIS) [149] was
employed in the ionization of titanium isotopes, using a two-step laser ionization
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scheme [150]. The two laser beams were merged into the ionization region of the
target module.

Mass Separation and Delivery to Experiments

After ionization, the ions were formed into a continuum beam from the target. The
target and ion source modules were biased at 20 kV, which electrostatically acceler-
ated ions as they leave the modules. The beam was sent through a two-stage dipole
magnet separator that includes a pre-separator and a high-resolution magnet sep-
arator [151]. This setup has a mass resolution of about Rm = 2000 (see eq. 3.2),
which is enough to select the desired mass number but does not allow to entirely
separate isobars. The ion beam was transported through electrostatic optics in a
high vacuum environment and delivered to the TITAN facility.

4.2 The TITAN Facility

The TITAN facility is an ion trap system developed to perform mass spectrometry
of rare and short-lived isotopes [152]. It has been in operation since 2007, with the
commissioning of its Penning trap mass spectrometer [120, 153]. It distinguishes
itself from other facilities by its ability to employ fast measurement cycles and by
its capability of increasing the charge state of the analyzed ions. Its diverse combi-
nation of ion traps, coupled to the intense isotope production sources available at
ISAC, makes TITAN a unique facility in the world.

The TITAN facility is depicted in figure 4.3, highlighting the main components.
The two mentioned mass spectrometers are described in detail in sections 4.2.2 and
4.2.3. The following devices are also central to the operation of TITAN experiments:

RFQ: the ion beam delivered from ISAC is accumulated in a Radio-Frequency
Quadrupole cooler and buncher (RFQ) [154]. The RFQ is a preparation ion
trap filled with He gas for beam cooling. The RFQ delivers bunched beam
with a small energy spread to the other ion traps at TITAN. Further details on
this device are presented in sec. 4.2.1.

Stable Ion Source: the RFQ can also receive stable beams from a surface ioniza-
tion alkali source, typically employed for tuning and optimizing the system
and as a source of calibrant ions. For both applications, it is desired to use ions
with a mass close to the species of interest, A = 50− 56 in this case. A source
containing natural potassium and rubidium was installed, so ion species of
39K, 41K, 85Rb and 87Rb were available.

EBIT: an Electron Beam Ion Trap (EBIT) is typically used as an ion charge breeder,
further ionizing ions through electron impact ionization [155]. Employing ions
at high charge states is known to boost precision and resolving power in the
ToF-ICR technique (see eq. 3.27) [156]. However, it requires additional ion
preparation time, which can be prohibitive for very short-lived species, and
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EBIT

MPET

MR-ToF-MS

CPET
(future)

Stable Ion Source

Beam from ISAC

Figure 4.3: Schematic overview of the TITAN facility, depicting its ion traps and the beam
transport paths employed in this experiment. Continuous ion beams (blue lines)
are received from ISAC or TITAN’s stable ion source in the RFQ cooler and
buncher. The RFQ delivers cold ion bunches (red dashes) to other traps. In
this experiment, ion bunches were independently sent to the MR-ToF-MS and to
the MPET.

may reduce the quality of resonances. A Cooler Penning Trap (CPET), de-
signed to provide further cooling of highly charged ions from EBIT, is being
prepared to be installed in the TITAN beamline in the near future [157].

With the installation of the MR-ToF-MS, it is essential to compare the two spec-
trometers accurately. Therefore, it is desirable that both spectrometers measure the
same ions in similar conditions to avoid systematic effects. The titanium ions were
measured in a singly charged state (q = 1) in both spectrometers. The EBIT was
bypassed in this experiment.

All TITAN ion traps are connected by about 12 meters of ion transport beam lines
kept under ultra-high vacuum (UHV) conditions (≈ 10−8 Pa). The transport of ions
between devices is done by electrostatic ion optical devices such as Einzel lenses,
correction steerers, benders and quadrupoles. The transport and optimization of
ion beams through TITAN is described in section 4.2.4.
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Figure 4.4: The electrode structure of the TITAN RFQ viewed from the (a) axial and (b) radial
orientations, the color code indicates the phases of the RF applied to the rods and
panel (b) also features a simplified electronic scheme used to bias each electrode
with RF and DC voltages. (c) The electrical potential in the axial direction, as used
in this experiment, is shaped to guide the ion as it cools towards a potential well
by the extraction end. (d) In the radial direction, the alternating saddle potential
created between the rods keeps ions confined. Adapted from [154].

4.2.1 Preparation of Ion Beams with the TITAN RFQ

The ISAC facility delivers continuum ion beams to TITAN at a kinetic energy of
typically 20 keV. The radioisotope production process introduces energy spreads of
a few tens of eV. Such conditions are not favorable for precision experiments in ion
traps. In ion traps, ions are brought to a quasi-rest state, with a low energy spread.
Moreover, it is desirable to delivered ions in bunches for optimized capture into a
trap.

The TITAN RFQ provides the interface between ISAC and TITAN [154]. It is a
gas-filled Paul trap (introduced below) that is used to accumulate the delivered ions
for a certain period, reduce their energy and energy spread, and send them to the
subsequent traps in bunches.

The overall structure of the RFQ is shown in figure 4.4. It is mainly composed
of four parallel rods of 70 cm length, and each rod is segmented into 24 electrodes.
It is contained in a chamber filled with high-purity He gas at a pressure of ≈ 1
Pa. Differential pumping apertures on each side allow ion injection and extraction
between the gas-filled chamber and the UHV environments of ISAC and TITAN.

In the following, the principle of trapping, cooling, and bunching of the RFQ are
explained.
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Trapping

As in any ion trapping device, ions must be confined in three dimensions. In a linear
Paul trap such as the TITAN RFQ, the confinement in one of the directions (axial)
is given by an electrostatic potential well as in Penning traps. Such configuration
can be generated by segmenting the rods, here into 24 electrodes. The very first 22
electrodes generate a slowly-varying drag field that guides ions towards one end
of the RFQ. The last few electrodes create a deeper potential well where ions are
accumulated as they cool down. This is illustrated in panel (c) of figure 4.4.

A dynamic electric field generates the confinement in the radial (or transverse)
direction. In each rod, an RF signal is superimposed on the static field that generates
the axial potential. The signal is applied with 180◦ phase shifts on sets of rods
perpendicular to each other, as shown in (b) of figure 4.4. The resulting field is
described by a time-varying quadrupole. The potential surface at a given time is
described by a saddle, as in panel (d) of figure 4.4. It is metastable. With the correct
tuning of the frequency and amplitude of the signal to the m/q of the trapped
species, an average confinement is created. Further details can be found in [154].

Cooling

As mentioned, the incoming beam needs to be decelerated from 20 keV to quasi-
rest, with minimal energy spread. The bulk of the deceleration is done by floating
the RFQ on a high-voltage platform with bias slightly below the beam energy. The
beam is injected into the RFQ with a few tens of eV, just enough to surpass the
entrance potential barrier.

The rest of the energy is dissipated by collisions with the helium buffer gas inside
the RFQ. Multiple collisions occur until the ions are in thermal equilibrium with the
gas. After thermalization, the energy distribution is Boltzmann-like with a spread
of a few tens of meV. The complete cooling process takes a few milliseconds [154].

Helium is an appropriate choice of a buffer gas21. It is a light gas, so it efficiently
absorbs momentum from almost any (heavier) incoming beam. Also, He is chem-
ically inert, with a high ionization energy of 24 eV. This is essential to prevent the
injected ion from changing its ionization state by electron exchange with the gas
particles. This is further facilitated by high purity. Small amounts of contamination
in the buffer gas may significantly reduce the efficiency of the device.

Bunching

After a few milliseconds of continuous beam injection and cooling, the ions are
accumulated in the potential well. This bunch is then ready to be sent to the other
ion traps at TITAN. This is done by switching the last few electrodes to an open
trap configuration, as shown in panel (c) of figure 4.4 (dashed green curve). The
bunch is released to the TITAN system and can be transported to the other devices.

21 Occasionally, different buffer gases may be more suitable to cool the incoming beam. For example, with
lighter species (A < 12), H2 has shown to increase the efficiency by a factor 2 compared to He.
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Figure 4.5: (a) Schematic of the MPET electrode structure. On the guard electrodes, the blue-
red color code express the opposite phases of quadrupolar excitation. Figure
adapted from [110]. (b) Photography of the MPET assembly for scale, courtesy
of Stuart Shepherd.

4.2.2 The Measurement Penning Trap

The TITAN MPET is a Penning trap mass spectrometer designed to provide fast
measurements of short-lived species, and it is the only in the world to be able to
perform mass spectrometry of unstable highly-charged ions. It currently employs
the ToF-ICR method and can provide mass precision and accuracy as good as one
part-per-billion [110, 158]. The characteristics of the MPET mass spectrometer are
described below.

Electrode configuration: the MPET uses a hyperbolic Penning trap system such
as described in chapter 3. A schematic of its electrode structure is available in
figure 4.5 and its characteristic dimensions are presented in table 4.1. The cen-
tral ring electrode and the end caps are shaped as surfaces of two hyperboloids
of revolution. Besides them, additional electrodes are included to correct the
potential for truncations of those surfaces: ”tube” electrodes are added after
the end caps to compensate for the 4 mm apertures used to inject and extract
ions, ”guard” electrodes are added between ring and caps to provide higher
order field corrections. The trap ”depth” of MPET, defined as the potential
difference between the ring and end caps, is typically of 35.75 V. The electrode
compensation procedure to shape the adequate trapping potential is described
in [110].

Table 4.1: Characteristic dimensions of the MPET, according to eq. 3.7.

r0 15.000 mm
z0 11.785 mm
d0 11.210 mm
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Figure 4.6: (a) Drawing of the MPET setup enclosed inside the magnet bore, showing the
trap, its injection and extraction systems and the support and wiring structures.
(b) The electrode setup of MPET and its associated ion optics. (c) Map of the axial
magnetic field strength across the position inside the bore.

Magnetic field: the trap configuration sits in a 3.7 T magnetic field generated by
a superconducting solenoid (see fig. 4.6). The used magnet performs stably
over time, which reduces systematic uncertainties. The MPET magnetic field
decays at a relative rate on the order of 10−11 per hour.

RF excitations: the RF signal for ion manipulations is applied to the guard elec-
trodes, which are appropriately segmented (see fig. 4.5.a).

Fast ion preparation: MPET is one of the few PTMS systems to employ Lorentz
steerers in ion preparation into an initial magnetron orbit [117] (see fig. 4.6).
As explained in section 3.2, this technique allows for rapid magnetron radius
preparation of the sample and achieves a high level of reproducibility. The use
of Lorentz steering enabled, for example, the measurement of 11Li at MPET,
with a half-life of 8.75(14) ms [120].

Detector: the ToF-ICR method requires detection with single-ion sensitivity. For
this purpose, a Micro-Channel Plates (MCP) [159] detector was installed about
one meter downstream of the trap ejection. The efficiency of MCP detectors
typically ranges between 40% to 60%, depending on the ion’s velocity, charge
state, age and conditioning of the detector.

The sources of systematic deviations in mass measurements due to the construc-
tion of MPET, such as imperfections of trapping electrodes, field misalignments,
instabilities of the trapping potential and magnetic field and anharmonicities of the
trapping potential, were evaluated. Combined, they yield deviations on the order
of 2 · 10−10 per unit of m/q [110]. However, other systematic sources such as ion-ion
interactions and relativistic effects should be evaluated on a case-by-case basis.

MPET sits in a UHV environment at a pressure on the order of 10−7 Pa, which en-
ables mass measurements of ions at high charge states up to q ≈ 18. The experiment
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Figure 4.7: Scheme of the TITAN MR-ToF-MS, highlighting its main components. Figure
adapted from [160].

described here is the last one performed with this trap configuration after a decade
of operation. A new Penning trap system that will replace MPET is under com-
missioning. The new system, described in appendix B, has an improved cryogenic
vacuum system to be able to access charge states well beyond +20 and is being
prepared to enable the PI-ICR technique [115] of cyclotron frequency measurement
(briefly described in section 3.2.3).

4.2.3 The TITAN MR-ToF-MS Spectrometer

The TITAN MR-ToF-MS system [160] was installed and commissioned at TITAN
facility in April 2017 [130]. It was developed by the IONAS group at the University
of Gießen [161, 123] based on the established concept of the MR-ToF-MS installed
downstream of the fragment separator at the GSI laboratory [124] in Darmstadt,
Germany. It can provide mass values with 10−7 relative precision with great ion
sensitivity. In addition, the system is able to tolerate contaminant ions with rates
up to 106 times higher than the rate of ions of interest. Hence, it acts as a comple-
mentary mass spectrometer to MPET.

Besides being a research station itself, the TITAN MR-ToF-MS was also designed
to serve as a high-resolution mass separator to couple to other traps at TITAN. With
a mass resolution beyond 2 · 105, overall efficiency on the order of 50% and capacity
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to hold more than 104 ions per cycle, the TITAN MR-ToF-MS is capable of perform-
ing sample purification up to the isobar level. Therefore, beyond its operation as a
mass spectrometer, its setup is also able to separate specific isobars from a highly
contaminated sample in the mass analyzer, recapture only the desired species, and
send ions back to the TITAN facility to be used in other experiments. This section
focuses on the operation of the TITAN MR-ToF-MS as a mass spectrometer.

The MR-ToF-MS was designed to be a stand-alone system. It has its own internal
ion source and ion preparation apparatus to allow independence with the rest of
TITAN beamline. It enables its tuning and operation simultaneously with other
TITAN systems without conflicts. The MR-ToF-MS system is schematically depicted
in figure 4.7. It can be divided into two sectors: the ion transport system and the
mass analyzer, described next.

Transport System

As a stand-alone system, the TITAN MR-ToF-MS has its own ion preparation setup.
Ions are received from the TITAN RFQ and accumulated, cooled and bunched be-
fore their injection into the mass analyzer. The preparation and transport system
allows the TITAN MR-ToF-MS flexibility. Beyond the aforementioned advantage of
independent tuning from the rest of the TITAN system, the MR-ToF-MS can keep
its own measurement cycle independent of the rest of the TITAN setup.

The transport system is schematically depicted in figure 4.7. All transport com-
ponents are based on RF quadrupole optics in a He buffer gas environment, using
the same concept of the TITAN RFQ22. Ions are efficiently transported through the
system at low kinetic energy, on the order of a few eV. The main components are
briefly described in the following, while a more complete description can be found
in [162].

Accumulation RFQs: the interface between TITAN and its MR-ToF-MS is done
through a pair of RFQs. One receives ions from the TITAN RFQ while the
other sends isobarically clean beams towards MPET or EBIT. The latter is done
after a separation cycle in the mass analyzer.

RFQ Switchyard: the RFQ switchyard is a cube-shaped RF optics device with 6

RFQs overlapping on its center. It is capable of receiving and transmitting ions
at any side. It may receive ions from multiple sides and merge them into one
single output. Technical aspects of the switchyard are discussed in [163, 162].

Internal Ion Source: the MR-ToF-MS has a surface ionization source to provide
alkali ions. It is employed for offline tuning of the system and to provide cal-
ibrant ions for online measurement when convenient. The ion source streams
ions into one of the inputs of the switchyard, which can merge it with the
sample coming from TITAN RFQ.

22 One important technical difference between the TITAN RFQ and the RFQs in the MR-ToF-MS is the
generation of the potential gradient that guides ions from one side to the other. They are created by
resistive plastic rods, which provides a much smoother gradient than the discrete segmentation of the
rods.
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Figure 4.8: Electrode structure of the mass analyzer of the TITAN MR-ToF-MS, including the
preparation Paul trap upstream. Figure adapted from [162].

Transfer RFQ: this RFQ connects the switchyard to the preparation Paul trap at
the entrance of the analyzer. It can work in both directions, bringing ions to the
analyzer or returning purified samples from the analyzer to the switchyard.

Preparation Paul trap: prior to their injection into the analyzer, ions are further
cooled in a Paul trap. It provides well-defined starting conditions of the ion
sample, so ions enter the analyzer with a small time spread.

Additional to the main RF optics, electrostatic optic elements are included through
the transport system for steering and focusing of ions. Similarly to the TITAN RFQ,
it is also filled with high-purity He gas at a pressure on the order of ≈ 1 Pa. Dif-
ferential pumping apertures separate the transport system from the ≈ 10−5 Pa
environment of the mass analyzer.

Mass Analyzer

The mass analyzer of the TITAN MR-ToF-MS is a scaled version of the mass analyzer
of the MR-ToF-MS at GSI [160]. Its electrode structure is depicted in picture 4.8. Ions
fly roughly one meter each turn with a kinetic energy of about 1.3 keV. The central
drift region is grounded, while the mirrors can be switched to load or eject ions, or
to perform TFS turns (see section 3.3).

The analyzer is symmetric, having identical Einzel lensing mirrors in both ends.
The mirrors have a four-electrode design, which is a compromise between tolerable
aberrations and ease of tuning and stability. The electric potential generated at the
mass analyzer during isochronous reflections is also similar to the one depicted in
figure 3.13. The existing aberrations introduced by the mirrors allow symmetric
peak shapes, with roughly identical tails in both sides. This is advantageous during
data analysis, reducing potential systematic errors.

A mass range selector (MRS) system, as described in sec. 3.3.2, is installed at the
center of the drift region, and its performance is characterized in [135]. A pair of
baffles are mounted in the analyzer to block the particles deflected by the MRS and
to limit the field penetration between mirrors.

As in the MPET, the time-of-flight detector placed after the analyzer is an MCP
detector.
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4.2.4 Transport and Optimization of Ion Beams

ISAC delivers ion beams typically at a kinetic energy of 20 keV. Such energies allow
beam transport through long and complex paths with high efficiency. To simulate
similar conditions of beam entering the TITAN RFQ, the TITAN ion source for stable
isotopes is also biased at 20 kV.

The beam is decelerated and cooled at the TITAN RFQ, which is biased slightly
below 20 kV to allow for ions to enter. As ions are bunched out of the RFQ, they
are accelerated again. The next unit is a pulsed drift tube (PB5). The PB5 has its
bias pulsed down while ions are flying through it. This allows one to adjust the
transport energy through the TITAN beamline.

The ion transport energy through TITAN is typically a few keV, which allows ef-
ficient beam transport without the need for advanced high-voltage instrumentation.
The beam transport to the MPET and the MR-ToF-MS are sketched in figure 4.9.

At the MR-ToF-MS, the transport system is biased to 1.3 keV and ions are decel-
erated and transported at a few eV. Then, they are accelerated back to 1.3 keV when
entering the analyzer. The use of its own independent transport system and high-
stability power supplies makes the beam properties and the tune of MR-ToF-MS
very stable and independent of the tune of the TITAN RFQ.

The beam is sent to the MPET with 2.2 keV transport energy. Before entering the
trap, the beam is decelerated and pulsed down by another pulsed drift tube (PLT).
The energy is regulated so that ions enter the trap and reach its center at quasi-rest,
when the trap is closed. The long flight path to the trap makes the transport to
MPET very sensitive to instabilities in power supplies. One volt fluctuation in the
biases of RFQ or PB5 (∼ 0.005%) alters considerably the properties of the ion cap-
tured. Therefore, beam energies (biases of PB5 and PLT) and the capture timing are
finely tuned to yield the ToF-ICR resonance with the best quality and ion transport
efficiency, and those must be readjusted once or twice daily to account for potential
drifts. The procedure for optimizing injection, mainly regarding beam energy and
timing, is discussed in [141].

The beam is guided through the TITAN beam line using electrostatic optical de-
vices. Benders, pairs of parallel plates to which a potential difference is applied,
are used to steer the beam path, either to transfer the beam to a different section
of the beamline or to perform a small correction. In addition, the beam focus is
adjusted by Einzel lenses (already explained in ch. 3, see fig. 3.14) and electrostatic
quadrupoles. The map of the TITAN beam line showing its optical devices between
the RFQ and the MR-ToF-MS and the MPET is shown in figure 4.10.

Since the MR-ToF-MS is closer to the TITAN RFQ and has its own preparation
system, tuning the beam transport to it is relatively straightforward. The transport
to the MPET, however, requires the optimization of a few tens of parameters, and
this may be a very complex procedure. Recently, an algorithm was implemented to
perform the optimization of beam transport once an initial tune is found.

71



Ion 
Source

RFQ PB5 PLT MPET MCP

2.2 keV

200 eV

2.2 keV beam 
transport to MPET

20 keV beam 
transport to TITAN

S
w

it
c
h

S
w

it
c
h

P
o

te
n

ti
a
l 
  

(a
rb

it
ra

ry
 s

c
a
le

)

c

Measurement

e
z

c    Ion capture
e    Ion extraction

Beam energy

Electric potential
Potential after switch

RFQ opens

0.0

Ion 
Source

RFQ PB5 MCP

1.3 keV

1.3 keV beam trans-
port to MR-ToF-MS

20 keV beam 
transport to TITAN

S
w

it
c
h

P
o

te
n

ti
a
l  

 (
a
rb

it
ra

ry
 s

c
a
le

)

z

RFQ opens

0.0

MR-ToF-MS
Mass Analyzer

MR-ToF-MS
Transport System

Merging beam
with ion source's

Input 
RFQ

Switchyard

Transfer 
RFQ

Prep.
Paul
Trap

Beam Transport to TITAN MR-ToF-MS

Beam Transport to TITAN MPET

Figure 4.9: Sketch of the electric potential and total beam energy along the beam transport
path to send ions from the used ion source (either TITAN’s or ISAC’s) to the
MPET (top) and the MR-ToF-MS (bottom). The contributions to the electric po-
tential generated by electrostatic optic elements are not shown. Shaded regions
represent the placement of specific equipment. Distances and energies are not to
scale.

72



EBIT

T R FC :R FQ,
T R FC :B IA S

(Cooler Buncher
upper portion)

T R FC :P B5

T R FC :E L 5

T R FCBL :DPA

SE L -M CP

T R FCBL :XCB0,
T R FCBL :CCB0

(now split E inzel lens)

T R FCBL :B1-IN / OUT

Hole to M R -ToF-MS

T R FCBL :Q1

T R FCBL :Q2

M CP -1

T R FCBL :B4-IN / OUT

T R FCBL :Y CB4,
T R FCBL :XCB4,
T R FCBL :CCB0

T SY BL :DPA

T SY BL :Y CB0,
T SY BL :XCB0

T SY BL :B1-IN / OUT

T SY BL :E L 1T SY BL :E L 3

T SY BL :B8-IN / OUT

T SY BL :Y CB8,
T SY BL :XCB8

T SY BL :Y CB9,
T SY BL :XCB9,
T SY BL :CCB2

T SY BL :E L 4

M P ET BL :E L 2

M P ET BL :Y CB3,
M P E T BL :XCB3,
M P E T BL :CCB3

M CP -0

to MPET

Electrostatic optics

RF optics

MCPs

Grounded elements

M
R
-T
o
F-
M
S

Beam Path

Figure 4.10: Optics map of TITAN beamline to transfer beam from the RFQ to the MR-ToF-
MS or the MPET. The beam line towards EBIT is not shown. Figure adapted
from [130].

The optimizer is a genetic-type algorithm that searches for the optimal value of
a given criterion. Generically, the criteria combine transport efficiency (number of
ion counts per cycle), ToF-ICR resonance quality and proximity of the converged
parameters to the ones found by theory23. For each element in the beamline, the
optimizer searches for the value that optimizes the criteria. Then it moves to the
next element in the list and keeps performing this procedure until convergence.

In figure 4.11, an example of such optimization is shown. Initially, a reasonable
ion count (black line) is observed, but a large injection steering (red line) is present.
This means that the incoming beam is not being injected in a straight path and,
thus, the quality of its injection is non-optimal. Injection steering can be measured
by the time-of-flight effect when the Lorenz steerers are off. Time-of-flight effect
is defined by by ToFe f f = [to f (0) − to f (ωRF)]/to f (ω0) (see eq. 3.26) and is an
indirect measurement of initial magnetron radius. Ideally, with the Lorenz steerers
off, ion should be injected in the center and ToFe f f = 0. After about 80 iterations, the
steering was removed and the transmission improved by 40%. The whole procedure
ran for about 12 hours without human interference.

Typically, beam transport optimization is done using stable ions from the TITAN
ion source. Once optimal settings are found, it is only necessary to scale the timings
for the m/q of the isotopes of interest from the time values obtained for the stable
ions. Ion optical devices are kept constant.

23 For example, an ideal transmission tune would not require correction benders to be used. Therefore the
optimizer shall search for a configuration in which such elements are performing minimal steering.
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Figure 4.11: An example of automatic optimization of beam transport to MPET. The algo-
rithm scanned a parameter space of 16 optical elements to remove an initial
injection steering, seen on its effects on the the time-of-flight effect (red line),
and improve the count-rate (black line).

4.3 Experimental Procedure

The experimental procedure for the presented studies was divided into two phases
for each ion beam received from ISAC. Firstly, the beam was sent to the MR-ToF-
MS for a preliminary characterization and optimization, taking advantage of the
fast diagnosing capabilities of the spectrometer. Then, a mass measurement was
performed with the MR-ToF-MS and, subsequently, sent to the MPET also for a
mass measurement whenever available isotope yields allowed. The two phases, of
characterization and measurement, are described next.

4.3.1 Initial Beam Assessment with the MR-ToF-MS

Each beam delivered was initially characterized at the MR-ToF-MS. A typical spec-
trum obtained is shown in figure 4.12, through which the beam composition can
be assessed. In a preliminary analysis, the peaks in the spectra were fitted and
their masses calculated through a previous calibration using ions from the stable
ion source. The preliminary masses were compared to the values reported in the
literature [34], and each peak was assigned.

Besides Ti, the delivered beam typically contained surface-ionized V, Cr, Mn, and
other lesser produced isobars. The identification of the titanium species was con-
firmed by blocking one of the laser ionization transitions in the TRILIS ion source.
In this way, only surface-ionized species were transmitted, and a reduction in the Ti
yields could be observed. This can be seen in figure 4.12.

In some mass numbers, a few peaks present in the spectra could not be identified.
Although they are probably from ionized molecular species, little effort was taken
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Figure 4.12: This typical MR-ToF-MS spectrum shows how the identification of titanium
peaks was confirmed by blocking one of the TRILIS lasers. Then, only surface
ionized species were delivered to TITAN, causing a reduction only in Ti yields.
Red curves are fits to the data. Figure published first in [164].

to identify them. Since they are not overlapping with peaks of species of interest,
they were considered not to influence the relevant measurements.

The fast measurement provided by the MR-ToF-MS allowed, for the first time,
the fine optimization of the ISAC Mass Separator for the species of interest. Al-
though the resolution of the mass separator is not high enough to fully separate
most isobars, it can favor the transmission of certain species over others within that
range.

Guided by the MR-ToF-MS, the ratio between titanium species over contaminant
species was optimized by changing the parameters of the ISAC mass separator
[138]. The impact of such a procedure can be seen in figure 4.13. This is particularly
useful for very exotic species, where beams are typically highly contaminated by
stable isobars but also share a significant mass difference with them.

4.3.2 Mass Measurement Procedure: MR-ToF-MS

During the online studies, the first mass measurement at every mass number was
done at the MR-ToF-MS. All were done with 512 isochronous turns plus one TFS
turn inside the analyzer for the ions of interest. The total length of the measurement
cycle was ≈ 20 ms. 13 ms of those were spent on cooling and preparation in the
transport system.

In the analyzer, the ions spent between 7.2 ms to 7.6 ms (depending on their
mass number) before being sent to the MCP. Peaks in the time-of-flight spectra had
a width of about 17 ns, yielding a mass resolving power of Rm ≈ 220 000. For
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Figure 4.13: Ratio of titanium isotopes present in the beam delivered from ISAC before
(black) and after (red) optimization of the ISAC Mass Separator aided by the
TITAN MR-ToF-MS. As can be seen, up to two orders of magnitude in interest-
to-contaminant ratio was recovered from this procedure in the most exotic cases.
In the A = 55 case, no 55Ti could be seen initially. Figure first published in [138].

isotopes of each mass number, data were taken until at least a few hundreds of
counts were acquired at the corresponding titanium peak.

Chromium ions, mostly stable or close to stability, were widely present and were
identified as appropriate calibrants for all spectra except of mass numbers A = 51
and 56, in which 51V and 56Fe were chosen as calibrants. The atomic masses of these
calibrants would also be measured with the MPET for an independent verification
(see sec. 4.3.3).

Measurements were performed with less than one ion per cycle on average. This
is well below the threshold where ion-ion interactions inside the analyzer start caus-
ing a relevant systematic effect. The MRS was used to deflect any particle outside
the desired mass window.

A few supporting measurements were also taken. One lower statistics spectrum
was acquired with the MRS switched off in order to allow calibrant ions with a dif-
ferent mass number to reach the detector. Thus 39K+ and 41K+ from MR-TOF-MS’s
internal ion source could be measured simultaneously to the radioactive ion beam
and could be used to validate the mass accuracy. Moreover, a single turn spectrum
using 39K+ and 41K+ was acquired to calibrate time offsets in the electronics and
acquisition system.

The total data taking time with the MR-ToF-MS was 12 hours, excluding prepara-
tion and characterization times. Results of the measurements with the MR-ToF-MS,
as well as the data analysis procedure, are presented in section 5.1.
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4.3.3 Mass Measurement Procedure: MPET

Following the mass measurement at MR-ToF-MS, the beam was sent directly from
the TITAN RFQ to the MPET. Mass measurements of both the titanium isotopes
and of the chosen MR-ToF-MS calibrants were performed whenever possible.

Although the MPET has a Lorentz steerer, the half-lives of the species of interest
were well above 100 ms, and ion preparation through dipole excitation was possible.
Therefore, ions were injected into the center of the trap, one ion per bunch on
average, and prepared in a pure initial magnetron motion (of radius ≈ 1.5 mm) by
dipole excitation. Subsequently, the major contaminant ions, previously identified
through the MR-ToF-MS spectra, were removed through dipole excitation of their
reduced cyclotron motion. The total ion preparation time in the MPET was between
60 ms and 70 ms.

After preparation, the ions were subjected to the ToF-ICR measurement of the
cyclotron frequency of the interest ions. A two-pulse Ramsey excitation scheme
(see sec. 3.2.3) was employed for measurements of all ions with A ≤ 53 while a
standard scheme was used for A = 54. Total ToF-ICR excitation times ranged from
100 to 250 ms, depending on the species.

Every νc measurement of the ions of interest was interleaved by a νc,re f measure-
ment of a reference 39K+ ion from TITAN’s ion source, to calibrate the magnetic
field and to account for other possible time-dependent variations during the mea-
surement. Measurements of νc of 85Rb+ ion, also obtained from TITAN’s ion source,
were also interleaved to study potential systematic mass-dependent shifts.

Complementary, systematic mass-dependent shifts were studied in more detail
in dedicated mass measurements of stable species before and after the experiment.
Measurements of 41K+ and 85Rb+ were performed in the same conditions of the
online measurements, also using 39K+ as reference ion.

The total measurement time with the MPET was of 14 hours, excluding prepara-
tion times. Results of the measurements with the MPET, as well as the data analysis
procedure, are presented in section 5.2.
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5 M E A S U R E M E N T S A N D DATA
A NA LYS I S

In this chapter, I present the characteristics of the data acquired during the exper-
iment (described in sec. 4.3) and the analysis procedure employed to obtain the
mass values of the studied nuclides. Section 5.1 presents the data pertaining to the
MR-ToF-MS, while section 5.2 discusses the data acquired with the MPET. Finally,
a brief discussion on the assignment of the nuclear state of the measured species is
presented in section 5.3.

5.1 Mass Measurements with the MR-TOF-MS

A sample MR-ToF-MS spectrum of each mass number is shown in figure 5.1. In each
spectrum, a calibrant was chosen among the identified species (see sec. 4.3.1 for a
description of the identification procedure). The criteria for calibrant choice were
species whose mass was known in literature [34] with a precision better than what
the MR-ToF-MS can provide (mass uncertainty . 1 keV), preferably with at least
1000 counts in a non-overlapping peak. The characteristics of the spectra acquired
at each mass number are described next.

A = 51: for this mass number, measurements with the MR-ToF-MS cannot con-
tribute to improve the mass precision of the isotopes of interest, since they are
reported to sub-keV/c2 levels in the literature [34]. The measurements were
performed to validate the accuracy of the technique employed. The MR-TOF-
MS acquired time-of-flight spectra for about half an hour, and peaks of 51Ti+,
51V+ and 51Cr+ were identified, as well as 10 counts compatible with 51Sc+.
The peak corresponding to 51Cr+ was found overlapping with the much more
intense 51V+ peak. Although the masses of both species are known to sub-
keV/c2 levels [34], the position of the 51V+ peak is much less affected by its
overlap with the 51Cr+ peak due to its much higher intensity. Therefore, 51V+

was chosen as a suitable calibrant for the spectrum.

A = 52: as in the A = 51 case, the MR-ToF-MS measurements in this mass number
also served to validate the technique. Data were acquired for about one hour.
52Cr+, stable and whose mass is known to 0.34 keV/c2 precision [34], was the
most intense component of the beam, making it a suitable calibrant. 52Ti+ was
also largely present, while a few tens of events corresponding to 52V+ and
52Mn+ were registered.

78



7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8 9 . 0 9 . 2 9 . 4

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0

 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 5 5 0  m s    ( µs )

7 . 2 7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8 9 . 0

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0
 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 4 8 4  m s    ( µs )

7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8 9 . 0 9 . 2

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0

 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 4 1 6  m s    ( µs )

7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8 9 . 0 9 . 2

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0

 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 3 4 7  m s    ( µs )

7 . 0 7 . 2 7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0

 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 2 8 0  m s    ( µs )

7 . 2 7 . 4 7 . 6 7 . 8 8 . 0 8 . 2 8 . 4 8 . 6 8 . 8 9 . 0

1
1 0

1 0 0
1 0 0 0

1 0 0 0 0

4 0 C a 1 6 O + ?
5 6 T i + ?

5 6 C r +5 6 M n +5 6 F e +

1 1 2 S n 2 +

5 5 T i +
1 1 0 S n 2 +

5 5 V +

5 5 C r +5 5 M n +

5 4 T i +5 4 V +5 4 M n +

5 4 F e +
5 4 C r +

5 3 T i +
5 3 V +

5 3 C r +

5 2 T i +5 2 M n +

5 2 C r +

5 2 V +

5 1 S c +

5 1 T i +
5 1 C r +

A = 5 6

A = 5 5

A = 5 4

A = 5 3

A = 5 2

 

 

Co
un

ts 
/ 1

.6 
ns

T i m e - o f - F l i g h t  -  7 . 2 0 7  m s    ( µ s )

A = 5 15 1 V +

Figure 5.1: A sample MR-ToF-MS spectrum is shown for each of the measured radioactive
beams delivered from ISAC (with TRILIS lasers on). Identified peaks are marked.
For further details of each measurement, see text.
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A = 53: this was the first mass number where the MR-ToF-MS could provide im-
provements on literature, since the mass of 53Ti+ is reported to have an uncer-
tainty of 100 keV/c2 [34]. Data were acquired for about one and a half hours.
53Cr+ was the most intense peak and taken as calibrant. 53Ti+ and 53V+ were
also present in the spectra.

A = 54: as the probed titanium isotopes become more neutron-rich, their yields
significantly decrease, and the measurements require more time to gather
enough statistics. The measurements on this mass number required about
2.5 hours, and 54Ti+ was a minor component of the beam. 54Cr+ was the dom-
inant component and chosen as calibrant. 54Mn+, 54V+ and 54Fe+ were also
present.

A = 55: the MR-ToF-MS acquired data for about 2 hours in this mass number.
55Mn+ and 55Cr+ were the dominant species, and the chromium isotope was
chosen as calibrant. 55Ti+ and 55V+ appear in the spectra but represent to-
gether less than 2% of the counts. The doubly-charged 110Sn2+ also appeared
in large quantities in the spectra. Since it has the same m/q of the interest
species, its behavior under the influence of electrostatic ion optics is identical.
Therefore, once it is produced in the ISAC target and doubly-ionized in the ion
source, it will be present in the sample.

A = 56: the beam at this mass number was composed by 56Fe+, 56Mn+, 56Cr+

and 112Sn2+ However, after 4 hours of data acquisition, it is uncertain whether
56Ti+ was present. The observed peak may correspond to ionized 40Ca16O+,
a common molecule that may be released from the ISAC target. A complete
discussion about this issue is given in sec. 5.1.5. 56V+ was not found in the
beam. 56Fe+ was chosen as a suitable calibrant for the spectra on this mass
number.

5.1.1 Data Analysis

The data analysis procedure for the MR-ToF-MS spectra followed very similar guide-
lines as for the MR-ToF-MS system at GSI, presented in [132], but adapted to the
specifications of the TITAN system.

First, all time-of-flight spectra were corrected for temperature drifts and instabili-
ties in the power supplies by using a time-resolved calibration (see sec. 3.3.2) with
respect to the calibrant peak.

To obtain the time-of-flight of each species, their peaks in the spectra must be fit
to an appropriate peak function. The shape of the peaks is a function that reflects
several processes, such as ion optical parameters of the mass analyzer (see fig. 3.17)
and ion-gas collisions [129, 165]. In some MR-ToF-MS systems, time-of-flight peaks
can be Gaussian-like or present large asymmetric tails (see for example [55]). Nev-
ertheless, the peak shape is identical for all isobars in the same spectrum, since they
go through the same processes.
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Figure 5.2: Fits of a 52Cr+ time-of-flight peak with Gaussian (blue) and Lorentzian (red) peak
shapes. The vertical axis is in logarithmic scale to evidence the shape of the tails.
The insert contains the same information, but it has its vertical axis in linear scale
to evidence the centroid.

Several approaches exist in the literature on how to obtain the corresponding
peak shape. Some authors obtain a peak shape from computer simulations of the
ion optics of their device (such as in [165]); while others perform one high-statistics
measurement of a single-species sample and fit the data to a complex function with
many degrees of freedom (as done in [166]).

The TITAN MR-ToF-MS has the advantage of generating symmetric peaks, which
simplifies this analysis. This is a feature of the optical aberrations of the mirrors and,
ultimately, of how they are tuned. We opt to fit the data to two standard spectral
line shapes: Gaussian ( fGauss) and Lorentzian ( fLorentz), whose functions are:

fGauss(t) = Y e−
1
2 [(t−tc)/σ]2 and (5.1)

fLorentz(t) = Y
σ

(t− tc)2 + σ2

4

. (5.2)

In both cases, Y, tc and σ are free parameters of the fit. Y is the height of the peak,
related to the number of counts measured; tc is the centroid, from where the species’
time-of-flight is obtained; and σ is a parameter related to the width of the peak.

A sample peak fit with each of the functions is shown in figure 5.2. The Gaussian
peak shape reproduces very well the data around the centroid, but not the tails of
the peak. Meanwhile, the Lorentzian reproduces the tails well but has a reduced
performance around the centroid.

We performed an independent analysis using both peak shapes. All peaks in ev-
ery spectrum were fitted by a Least-Square method [167] using a multi-peak fitting
routine, which accounts for overlapping peaks. Parameters Y and tc were adjusted
for every peak, the width parameter σ was fitted under the constraint that it was
the same to every peak in the spectrum (σ ≈ 17 ns). Doubly-charged peaks had
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slightly larger widths24 and were excluded from the analysis. The fits using the two
peak shapes resulted in values for tc with a relative difference within < 5 · 10−8 and
compatible uncertainties. The final tc (and respective uncertainties) for each peak
was obtained through an unweighted average of the two values.

The time-of-flight of every species was calibrated in m/q using (see eq. 3.29):

m/q = C (tc − t0)
2 , (5.3)

where C is a calibration factor and t0 is an offset that mostly comes from delays
in the electronic signal processing, which is nearly constant for a given experiment.
The calibration factor C was obtained by the atomic mass (ma,re f - taken from [34]),
charge state (qre f ) and measured time-of-flight (tc,re f ) of the calibrant ion:

C =
ma,re f − qre f me

qre f (tc,re f − t0)2 , (5.4)

where me is the mass of the electron. The offset t0 was measured from a single turn
spectrum containing 39K+ and 41K+ ions and evaluated in t0 = 111(4) ns.

The obtained ionic masses were converted to atomic form (see ch. 3). In all
cases, ions of interest and calibrant ions were in a singly charged state (q = 1);
therefore, atomic mass calculations account for one electron removed. Electron
binding energies (on the order of a few eV [168]) are negligible for the studied
cases.

Contributions to the statistical errors came from the peak fits and the calibration.
The evaluation of systematic errors is discussed in the following.

5.1.2 Evaluation of Systematic Errors

Systematic contributions to uncertainties in MR-ToF-MS can come from many sources,
such as effects from voltage fluctuations during ejection of the ions from the ana-
lyzer, from the time-resolved calibration procedure, from ion-ion interaction during
the flight, from the use of the mass-range selector, or from the presence of overlap-
ping peaks when applicable [132, 164].

The upper limit of systematic errors of the TITAN MR-ToF-MS was evaluated to
contribute up to 3 · 10−7 to the relative mass uncertainty [135]. It was determined
from offline accuracy measurements performed before and after the experiment
with 39K+ and 41K+ ions. This can also be verified by comparing the online mass
measurements to well known mass values in the Atomic Mass Evaluation of 2016
(AME16) [34]. We inspected the relative atomic mass differences (∆m) between the

24 Although it remains to be further investigated, peaks of doubly-charged species may have larger width
due to differences in the ion preparation step, before entering the analyzer.
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Figure 5.3: Relative atomic mass differences (eq. 5.5) between the values measured by the
MR-ToF-MS and the mass values in the AME16 [34]. Only species with well
known masses in the literature are shown. Error bars represent the statistical
error from the MR-ToF-MS measurement only.

values obtained by the MR-ToF-MS (ma(MR-ToF-MS)) and the mass values recom-
mended by the AME16 (ma(AME16)):

∆m =
ma(MR-ToF-MS)−ma(AME16)

ma(AME16)
. (5.5)

Figure 5.3 shows ∆m for the 9 species whose mass uncertainty reported in the
literature was smaller than the obtained with the MR-ToF-MS. On average, the MR-
ToF-MS mass values leaned towards the heavier side of the AME16 values by about
one part in ten million, compatible with the offline measurements [135]. This is not
true for 51Cr only, which was affected by a more intense overlapping species (see
fig. 5.1). Finally, a systematic contribution of 3 · 10−7 was added to the relative mass
uncertainty of every species.

5.1.3 Relativistic Corrections

It is also important to consider relativistic effects during the measurement. In high-
precision measurements, a small relativistic effect may be introduced by the spec-
trometer when operated at sufficiently high kinetic energies. In chapter 3, the prin-
ciples of the MR-ToF-MS were presented using a classical non-relativistic formal-
ism. In the following, the error in approximating the problem with non-relativistic
physics is quantified.
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An MR-ToF-MS measures the time (t) passed as the particle travels a fixed dis-
tance (L), or equivalently, its speed (v = L/t). At fixed kinetic energy (Ekin), the
speed of the particle in the appropriate relativistic description is given by

v = c

√
1−

(
mc2

Ekin + mc2

)2

, (5.6)

where m is the mass of the particle and c is the speed of light. The non-relativistic
limit is taken when Ekin � mc2, so the expression can be approximated by a Taylor
expansion around Ekin/(mc2) = 0 as

v = c

√
2
(

Ekin
mc2

)
− 3c√

8

(
Ekin
mc2

)3/2
+ . . . (5.7)

The first term in the right-hand side is the non-relativistic expression, and the sec-
ond can be used to estimate the error in approximating the problem within a non-
relativistic framework. The relative error (δv) in velocity by calculating it using the
classical expression (vcl) is then given by

δv =
v− vcl

vcl
≈ 3

4

(
Ekin
mc2

)
. (5.8)

For the values of this experiment (Ekin = 1.3 keV, m ≈ 50 u), the relative error is on
the order of δv = 2 · 10−8. Since the fight path is fixed, the relative error in velocity
directly translates into the relative error in time-of-flight, which is much smaller
than the resolution of our equipment. It is then justifiable to neglect relativistic
corrections.

5.1.4 Final Mass Values

The mass values obtained with the MR-ToF-MS are shown in table 5.1 as mass
excesses (ME - see eq. 3.4). The errors presented show both statistic and system-
atic contributions. The mass differences (∆MCal-IoI) between calibrants and ions
of interest measured by the MR-ToF-MS are also shown to allow the independent
reconstruction of the mass relationship between the pair of isobars. In total, the
masses of 14 isotopes were measured.

5.1.5 The case of 56Ti

In the A = 56 spectrum, a total of 264 counts were registered in a peak compatible
with previous mass measurements of 56Ti. However, the measurement with TRILIS
lasers off showed too little reduction of the count rate. While most isotopes showed
a reduction between 80% to 90%, the peak corresponding to 56Ti reduced by only
25(15)% (see fig. 5.4).
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Table 5.1: Mass excesses (ME) and half-lives of the isotopes measured by the TITAN MR-
ToF-MS. Half-life data were taken from [108]. The mass difference (∆MCal-IoI)
between the pair of isobars measured by the MR-ToF-MS are also shown to allow
the reconstruction of their mass relationship.

Species Half-life [s] Reference ∆MCal-IoI [keV/c2] ME [keV/c2]
51Cr 2.3934(1) · 106 51V −729 (17) −51474 (8.8)stat (14)sys
51Ti 345.6(6) 51V −2482 (16) −49722 (5.5)stat (14)sys

52V 224.6(3) 52Cr −4002 (25) −51417 (21)stat (14)sys
52Ti 102(6) 52Cr −5953 (17) −49466 (7.5)stat (14)sys

53V 92.6(8) 53Cr −3436 (20) −51851 (13)stat (15)sys
53Ti 32.7(9) 53Cr −8410 (18) −46877 (9.6)stat (15)sys

54Fe (stable) 54Cr −683 (16) −56252 (6.6)stat (15)sys
54Mn 2.697(2) · 107 54Cr −1384 (15) −55550 (3.9)stat (15)sys

54V 49.8(5) 54Cr −7031 (17) −49904 (6.7)stat (15)sys
54Ti 2.1(1.0) 54Cr −11191 (16) −45744 (4.7)stat (15)sys

55Mn (stable) 55Cr +2594 (15) −57704 (3.8)stat (15)sys
55V 6.54(15) 55Cr −5985 (27) −49125 (22)stat (15)sys
55Ti 1.3(1) 55Cr −13277 (29) −41832 (24)stat (15)sys

56Mn 9.2840(4) · 103 56Fe −3697 (16) −56910 (4.2)stat (16)sys
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Figure 5.4: Reduction in count-rate of titanium observed after turning TRILIS laser off. Most
isotopes show a reduction between 80− 90 %.

Moreover, the peak is also compatible in mass with the ionized molecule of
40Ca16O+. It is unclear whether the observed peak is purely 56Ti or an admixture of
the isotope of interest and the contaminant molecule. Therefore, the identification
of the isotope of interest was inconclusive in this case.
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5.2 Mass Measurements with the MPET

Measurements with the Penning trap targeted the titanium isotopes and the species
used as calibrant of the MR-ToF-MS. A sample ToF-ICR resonance obtained for each
species of interest is shown in figure 5.5.

As mentioned in sec. 4.3.3, 39K+ was the reference ion for all measurements and
measurements of 85Rb+ were also taken to evaluate the accuracy of the procedure.
Two-pulse Ramsey excitation schemes were preferred as they yield higher precision,
but only if the species of interest were expected to be well resolved from the other
isobars present in the sample.

The characteristics of the measurements performed at each mass number are de-
scribed in the following.

A = 51: the masses of the species of interest (51Ti and 51V) are already known with
high precision [34]. Thus, measurements were performed to validate further
the accuracy of the procedure. Ramsey resonances with ton = 40 ms and
to f f = 120 ms (see sec. 3.2.3) were employed, preceded by a dipole excitation
of the magnetron motion for 50 ms and a dipole cleaning for 20 ms. The
cleaning procedure was set to remove 51V when 51Ti was being measured and
vice-versa. In total 5 ToF-ICR resonances were acquired for each species, taking
about 5 minutes each. The complete measurement took about one hour.

A = 52: the species of interest for this mass number are 52Ti and 52Cr. The char-
acteristics of the cycle remained unchanged from the previous mass number.
5 ToF-ICR resonances were acquired for 52Cr, taking about 5 minutes each; 4
resonances were measured for 52Ti, taking about 50 minutes each. The mea-
surements in this mass number took about 6 hours in total.

A = 53: in this mass number, the yield of titanium in the beam decreased consid-
erably compared to the previous masses. To compensate for the lower rates, a
few adjustments were made to keep the same precision of the measurement.
The Ramsey excitation time was increased to ton = 50 ms and to f f = 150
ms and the magnetron preparation time was reduced to 45 ms. 3 ToF-ICR
resonances were acquired for 53Ti, taking about one and a half hours each; 4
resonances were measured for 53Cr, taking about 10 minutes each. The mea-
surements took about 6 hours in total.

A = 54: as can be seen in the MR-ToF-spectrum (fig. 5.1), many isobars were more
abundant than 54Ti, such as 54Cr, 54Fe and 54Mn. The dipole cleaning of all
contaminant species became challenging, and obtaining a ToF-ICR resonance
of 54Ti was not possible. The measurement focused only on the calibrant of the
MR-ToF-MS spectrum 54Cr. The isobars 54Fe and 54Mn are also very close in
mass to 54Cr, so a standard ToF-ICR resonance (tRF = 100 ms) was preferred
over Ramsey. In total 5 ToF-ICR resonances were acquired, which took about
5 minutes each. The procedure took about one hour.
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Figure 5.5: A sample ToF-ICR resonance is shown for each of the species measured with the
MPET in this campaign. Red curves are analytical fits to the data and, in the case
of Ramsey resonances, the center fringe is indicated by the arrow and labelled νc.
For further details of each measurement, see text.
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At masses A = 55 and A = 56, the ratio of species of interest over contaminants
was even worse than in the A = 54 case. Therefore, MPET measurements in those
masses were not attempted.

5.2.1 Data Analysis

As discussed in sec. 3.2, obtaining the atomic masses from the ToF-ICR method
requires obtaining the ratio (Rν) between cyclotron frequencies of the reference ion
and the ion of interest (see eq. 3.6). Thus it requires the fitting of the ToF-ICR
resonances to obtain the cyclotron frequencies.

First, a preliminary selection was performed to the ToF-ICR resonance data. Each
time-of-flight event was accepted if two criteria were met:

1. Its measurement cycle had a maximum of two ions detected. This is to min-
imize effects from ion-ion interactions that may result in shifts from the true
cyclotron frequency [169].

2. The events were inside a time-of-flight window predetermined by its m/q. For
example, for 54Cr+ this window was between 63 µs and 91 µs. Events regis-
tered outside this window are considered dark counts. They can be triggered,
for example, by cosmic rays passing through the detector or by decays of ra-
dioactive ions deposited in the MCP detector.

After the data cuts, all ToF-ICR resonances were fit to a function in the form of eq.
3.26 to obtain the cyclotron frequency νc of the ion of interest. The fits are shown
in fig. 5.5 (red curves). However, the measurements were not done simultaneously
and the magnetic field may have varied over the course of the procedure. Therefore,
the cyclotron frequency of the reference ion is interpolated to the mid-time of the
measurement of the ion of interest. This is depicted at figure 5.6. The cyclotron
frequency ratio was obtained with the interpolated ν̃c,re f :

Rν =
ν̃c,re f

νc
. (5.9)

A weighted average was performed with all measurements of Rν of the same ion
of interest, and its atomic mass (ma) was calculated through

ma = Rν

(
ma,re f − qre f me

) q
qre f

+ q me , (5.10)

where ma,re f is the atomic mass of the reference ion 39K, taken from [34], and me

is the mass of the electron. The charge states q and qre f of the ions of interest and
reference, respectively, were both +1. Note that this formula does not account for
electron binding energies to the atom. In the cases tackled in this experiment, the
electron binding energies are on the order of a few eV [168], which are negligible
compared to the precision achieved in the measurements.
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the reference cyclotron frequency (blue) at the time of the measurement of the ion
of interest (red).

The statistical uncertainties come from the fit and the frequency interpolation.
Systematic errors are discussed in the following.

5.2.2 Evaluation of Systematic Errors

Common sources of systematic errors are well studied in Penning traps [170, 110].
They come from the construction of the trap, such as imperfections of trapping
electrodes and field misalignments, from instabilities of the trapping potential and
magnetic field and from ion-ion or ion-atom interactions.

The effect of ion-ion interactions was minimized in this experiment due to the
data selection, as explained in the previous section. In a previous analysis, the
sources of systematic deviations in MPET related to its construction and field stabil-
ity were evaluated to 2 · 10−10 per unit of m/q [110]. This yields deviations on the
order of 10−8 in relative mass uncertainty for this experiment.

The magnitude of the systematic deviations in this experiment was evaluated us-
ing the measurements of 85Rb taken during the experiment and the measurements
of 85Rb and 41K performed before and after it. In total, 90 mass measurements of
41K were done and 107 of 85Rb, all using 39K as a reference ion. Since they were
measured many more times than the ions with masses between A = 51 and 54,
their higher precision provides a better determination of systematic deviations.

In a similar way as done for the MR-ToF-MS, we inspected the relative atomic
mass differences (∆m) between the values obtained by the MPET (ma(MPET)) and
the mass values recommended by the AME16 (ma(AME16)):

∆m =
ma(MPET)−ma(AME16)

ma(AME16)
. (5.11)

Figure 5.3 shows ∆m for 85Rb and 41K. Measurements for some species of interest
were also included, given that their mass uncertainty reported in the literature [34]
was smaller than the obtained with the MPET. A mass-dependent systematic trend
is observed. It was evaluated in 6.5 · 10−10 per m/q. This is larger than obtained
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Figure 5.7: Relative atomic mass differences (eq. 5.11) between the values measured by the
MPET and the mass values in the AME16 [34]. Only species with well known
masses in the literature were considered. Error bars represent the statistical error
from the MPET measurement. The green line is a linear fit to the data (light
green region represents a 95% confidence band) to get the systematic trend from
the reference mass (39K, marked in blue).

by [110], but on the same order of magnitude. The systematic contribution to the
relative mass uncertainty was evaluated in < 1.5 · 10−8 among the masses of interest.

It is worth noting that this analysis significantly differs from the one performed
for the MR-ToF-MS, shown in figure 5.3. In the MR-ToF-MS case, all ions of interest
were calibrated using an isobaric reference ion. Therefore, mass-dependent system-
atic effects are expected to be negligible. In the case of the measurements done with
MPET, the reference particle (39K) is several mass units away from the masses of
interest. For this reason, mass-dependent systematic effects are expected to play a
more relevant role.

5.2.3 Relativistic Corrections

Differently than the MR-ToF-MS case (sec. 5.1.3), relativistic corrections in Penning
traps are more frequently needed since they are more precise. In the MPET, rela-
tivistic shifts were observed when measuring light ions such as 6Li+ [158].

The cyclotron frequency (νc) in the relativistic formulation is simply

νc =
1

2π

qe B
γ m

, (5.12)

where qe and m are the charge and mass of the particle, B the magnetic field strength
and γ is the Lorentz factor. The relative error in the mass (δm) in approximating
the cyclotron frequency using the classical expression (γ = 1) can be estimated by

δm =
m−mcl

mcl
=

1
γ
− 1 =

√
1−

(v
c

)2
− 1 , (5.13)
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where mcl is the mass obtained from the classical approximation, v is the ion mo-
tion’s tangential velocity and c is the speed of light. The velocity v can be estimated
by v ≈ 2π r νc, where r is the radius of the radial motion of the ion in the trap.

Considering r = 1.5 mm, δm for 39K+ (νc ≈ 1.45 MHz) is on the order of 1 · 10−9.
Meanwhile, δm for the heaviest species measured in this experiment, 85Rb+ (νc ≈
0.66 MHz), is on the order of 2 · 10−10. Since these values are much smaller than
the precision and accuracy of this experiment, relativistic effects were considered
negligible.

5.2.4 Final Mass Values

The frequency ratios and mass values obtained with the MPET are shown in table
5.1, masses are presented as mass excesses (ME - see eq. 3.4). The errors presented
show both statistic and systematic contributions to the final mass value. In total,
the masses of 7 species were measured.

Table 5.2: Frequency ratios (Rν), atomic mass excesses (ME) and half-lives of the species
measured by the TITAN MPET. Half-life data were taken from [108].

Species Half-life [s] Reference Rν
† ME [keV/c2]

51V (stable) 39K 1.307476380 (50) −52203.5 (1.2)stat (0.65)sys
51Ti 345.6(6) 39K 1.307544491 (58) −49731.5 (1.5)stat (0.65)sys

52Cr (stable) 39K 1.333052991 (55) −55421.3 (1.3)stat (0.70)sys
52Ti 102(6) 39K 1.333216716 (83) −49479.1 (2.3)stat (0.70)sys

53Cr (stable) 39K 1.358721924 (52) −55288.4 (1.1)stat (0.75)sys
53Ti 32.7(9) 39K 1.358953560 (80) −46881.4 (2.2)stat (0.75)sys

54Cr (stable) 39K 1.384341984 (130) −56929.3 (3.8)stat (0.81)sys
† The cyclotron frequency ratios are relative to the measured ionic species.

5.3 Low-Lying Isomers and Ground-State
Assignment

Isomers are long-lived excited nuclear states. They may be co-produced with the
ground-state configurations and may live long enough to be delivered and partici-
pate in the experimental procedure. They play a relevant role in several studies of
nuclear structure. However, in the case of this experiment, the scientific interest lies
in the ground-state configurations only. Therefore, the impact of the presence of
isomeric states in the sample must be considered.

With the achieved resolving power of 220 000, the MR-ToF-MS would be able to
resolve isomeric states with excitation energies above ∼ 250 keV. In the case of the
MPET, the resolving power depends on the excitation time and on the excitation
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scheme employed, as discussed in section 3.2 (see eq. 3.23). In this experiment, the
MPET would be able to resolve isomeric states with minimum excitation energies
between 150 keV and 500 keV, depending on the case.

The presence of unresolved low-lying isomers in the sample may cause several un-
desired effects. For example, they can cause a broadening of the MR-ToF-MS peak
[132] or of the ToF-ICR resonance [171], which may also lead to a systematic shift
in the position of the peak’s or resonance’s centroid. On some occasions, isomeric
states may be much more abundant in the sample than the ground state [67, 172],
which may lead to incorrect assignment of the state of the observed species.

However, no broadening was observed in any of the acquired data sets. Moreover,
this particular region of the nuclear chart has little known or reported isomers [54].
Among the nuclides of interest, the only known isomer is a 5+ state of 54V, which
has excitation energy of 108(1) keV and half-life of 0.9(5) µs [54]. It does not live
long enough to take part in the experiments and influence our results, since the ion
preparation state takes tens of ms.

Given the lack of evidence of isomeric states in the data, the systematic absence
of known low-lying and long-lived isomers in the region, and the good agreement
between our data and the ground-state properties reported in the literature (as dis-
cussed in the following chapter), all the measured nuclides of interest were assigned
to be in their ground-state configuration.
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6 D I S C U S S I O N

The impact and the implications of our measurements are discussed in this chapter.
First, in section 6.1, the performance of the MR-ToF-MS is compared to the MPET.
In section 6.2, the measurements are compared with the existing measurements
reported in the literature. With the new data, the mass surface in the isotopic
chains of Ti and V is updated, and its implications on the evolution of the N = 32
shell closure are discussed in sec. 6.3. Finally, in sec. 6.4, the predictions of the ab
initio theories presented in chapter 2 are tested against the data.

6.1 Comparison Between Spectrometers

In order to provide further validation of MR-ToF-MS measurements, the differences
∆MCal-IoI between atomic masses (ma) of ions of interest and their MR-ToF-MS cali-
brants were evaluated for both spectrometers:

∆MCal-IoI = ma(MR-ToF-MS calibrant) − ma(Ion of Interest) . (6.1)

This is a more robust form of comparison than comparing directly mass values. It
is essentially insensitive to choices of calibration and to mass-dependent systematic
effects. In table 6.1 and figure 6.1, this quantity is presented using values from the
MPET, the MR-ToF-MS and the AME16.

Table 6.1: Mass differences ∆MCal-IoI (in keV/c2 ) between atomic masses of Ti isotopes and
their MR-ToF-MS calibrants, using MPET, MR-ToF-MS and AME16 [34] values.

Species MPET MR-ToF-MS AME16
51V - 51Ti −2472.0 (2.8) −2482 (16) −2471.01 (64)

52Cr - 52Ti −5942.2 (3.7) −5953 (17) −5949 (7)
53Cr - 53Ti −8407.0 (3.5) −8410 (18) −8456 (100)
54Cr - 54Ti −11191 (16) −11313 (82)
55Cr - 55Ti −13277 (29) −13440 (160)

The three cases that were measured by both spectrometers (51V-51Ti, 52Cr-52Ti
and 53Cr-53Ti) confirm the agreement between the two techniques. Figure 6.1 also
illustrates well the strengths and weaknesses of each technique. The MR-ToF-MS
has higher sensitivity and could measure isotopes with lower production rate, while
the MPET could provide one order of magnitude better precision in the current
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Figure 6.1: The comparison between mass differences ∆MCal-IoI (between Ti isotopes and
their respective MR-ToF-MS calibrant) measured by both spectrometers show the
agreement between them. Here, ∆MCal-Ti is plotted against the AME16 values for
a cleaner comparison. Grey bands represent the uncertainties of the AME16.

configuration of both systems. The results of both spectrometers were also in good
agreement (within one sigma) with the values in the literature, which is discussed
further in the next section.

6.2 Comparison with Previous Measurements

The agreement between the two spectrometers is essential to assess the reliability
of our resulting mass values, particularly in the case of the newly commissioned
MR-ToF-MS system. It is also essential that the results are compared with the mea-
surements previously reported in literature, especially with well-measured cases.
In this section, a compilation of all the measurements of each isotope measured in
this campaign is presented. In all cases, the results of both TITAN spectrometers
are generally in good agreement with past measurements and within 1.5 σ against
the AME16 recommended values.

6.2.1 Titanium Isotopes

51Ti: In 51Ti, shown in fig. 6.2, all previous measurements are indirect. AME16
includes two early measurements from the β-decay of 51Ti [173, 174] and four
reaction-based measurements: three one-neutron transfer reactions [175, 176]
and a neutron capture reaction [177]. The two most recent reaction experiments
[176, 177] provided measurements with precision on the order of one keV. The
two TITAN measurements agree within 1σ with the AME16.
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Figure 6.2: Difference between AME16 value [34]
and all individual mass measurements
of 51Ti [173, 174, 175, 176, 177, 164].
Open symbols are indirect measure-
ments and the gray band shows the error
of the AME16 value.
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Figure 6.3: Difference between AME16 value [34]
and all individual mass measurements
of 52Ti [178, 53, 179, 180, 164]. Open sym-
bols are indirect measurements and the
gray band shows the error of the AME16
value.

52Ti: All previous measurements of the mass of 52Ti are indirect, as can be seen
in fig. 6.3. Two measurements were obtained through the β-decays of 52Ti
[178] and of 52Sc [53]. The latter significantly disagrees with all other measure-
ments. The lowest uncertainties were provided by two measurements of the
50Ti(t,p)52Ti reaction [179, 180]. The two TITAN measurements agree within
1σ with the AME16.

53Ti: Only one measurement of the mass of 53Ti is reported in literature, coming
from the analysis of its β-decay [181]. As typical for this type of measurement,
its uncertainty is large (100 keV). The two TITAN measurements are easily in
agreement, as seen in figure 6.4.

54Ti and 55Ti: the knowledge of the masses of the 54Ti and 55Ti isotopes was ob-
tained by the same experiments. The only indirect information comes from
an experiment dedicated to studying the β-decays of these isotopes [182]. The
remaining data come from direct measurements, mostly from three ToF-MS ex-
periments performed at the Time-of-Flight Isochronous (TOFI) spectrometer in
Los Alamos [183, 184, 185]. Additionally, an Isochronous Mass Spectrometry
(IMS) measurement of 54Ti was recently performed at the experimental Cooler
Storage Ring (CSRe) in Lanzhou [57]. Overall, TITAN MR-ToF-MS values are
systematically lighter than the previous measurements, but still in good agree-
ment with them. As shown in figures 6.5 and 6.6, MR-ToF-MS values are
within 1σ against most measurements, being barely over 1σ only against a few
TOFI results.
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6.2.2 Vanadium Isotopes

51V: the mass of 51V is very well determined in the literature, with 41 direct and
indirect measurements included in the AME16 evaluation [34]. They contribute
to an uncertainty below 0.5 keV of this quantity. Also, recent results from
the LEBIT PTMS system at Michigan State University provided updated mass
values for Cr and V isotopes near stability [186] but are not included in the
AME16. The LEBIT value for 51V has an uncertainty of only 0.13 keV, but
is about 2.5σ from the AME16 value. Nevertheless, the results of the TITAN
MPET agree with both, as shown in fig. 6.7.

52V: the mass of 52V is also well measured, with 11 measurements included in the
AME16 [34]. However, they are all from indirect techniques. The TITAN MR-
ToF-MS measurement is the first to assess this quantity directly. It is 1σ from
the AME16, as shown in fig. 6.8.

53V: similarly to 52V, all previous measurements of the mass of 53V are indirect, as
can be seen in fig. 6.9. Two measurements were obtained through the β-decays
of 53V [187] and of 53Ti [181]. The remaining data were obtained through
nuclear reactions: one from the 51V(t,p)53V reaction [188] and another from
the 54Cr(d,3He)53V reaction [189], which provides the lowest uncertainty. The
TITAN MR-ToF-MS measurement is in good agreement with all measurements,
except with the one obtained through the β-decay of 53V.

54V: in the literature, three indirect measurements were reported for the mass of
54V, as shown in fig. 6.10. Two are from β-decays: of 54V [190] and of the parent
54Ti [182]. The lowest uncertainty is provided by a 54Cr(t,3He)54V reaction
experiment [191]. The TITAN MR-ToF-MS measurement agrees with all of
them.

55V: Only one measurement of the mass of 55V is reported in the literature. It
comes from the analysis of its β-decay [192] and has a large uncertainty (∼ 100
keV). The TITAN MR-ToF-MS measurement is in good agreement with it, as
seen in figure 6.11.

6.2.3 Other Isotopes

The other isotopes measured in this campaign are all well studied and documented
in literature, with a few tens of different measurements reported for each. Since
there is a high degree of reproducibility and small uncertainties among those previ-
ous measurements, they provide a great test to our data.

In figure 6.12, mass measurements of chromium isotopes 52−54Cr performed with
the MPET are compared to AME16 values. In total, the AME16 congregates 33
measurements of 52Cr, 28 of 53Cr and 38 of 54Cr [34]. Results from the LEBIT PTMS
spectrometer [186] published after the AME16 evaluation provided better precision
and are also shown. The TITAN MPET measurements are in good agreement with
all presented values.
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The measurements performed with the MR-ToF-MS are in good agreement with
the AME16. The comparison is shown in figure 6.13 for 51Cr, 54Fe, 54Mn, 55Mn
and 56Mn. The body of knowledge involves 13 measurements of 51Cr, 49 of 54Fe,
39 of 55Mn and 9 of 56Mn [34]. In the case of 54Mn, 13 indirect measurements are
reported. However, none is reported from direct techniques, making the one done
at the MR-ToF-MS the first for this isotope.

6.3 Updated Isotopic Chains and Evolution of the
N=32 Shell Closure

Given the good agreement between the results of our spectrometers and with the lit-
erature, the masses of the measured isotopes were updated by taking the weighted
average of all measurements of each of them. In table 6.2, the weighted average
of the measurements of the two TITAN spectrometers are shown. As can be seen,
the combined TITAN values are dominated by MPET measurements where avail-
able, since it provided lower uncertainties than MR-TOF-MS. Also in table 6.2 the
weighted average between TITAN measurements and the values recommended by
AME16 are shown. With TITAN data, the mass uncertainties were considerably
reduced in 6 of the isotopes: of 52−55Ti and 54,55V.

The new measurements bring the structure of the nuclear mass landscape around
N = 32 of the Ti and V isotopic chains to the scale of a few tens of keV. Since there
were no deviations from the literature, the data did not change the shape of the mass
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Figure 6.14: The mass landscape around titanium (I) and vanadium (II) isotopes is shown
from three perspectives: (a) absolute masses (shown in binding energy format),
(b) its first “derivative” as two-neutron separation energies (S2n), and (c) its
second “derivative” as empirical neutron-shell gaps (∆2n). Data prior to this
experiment are shown in black, while updated data are shown in red. The no-
shell hypothesis on N = 32 is presented in the (b) panels as smooth linear fits
to S2n AME16 data between 52−56Ti and 53−57V, and their residuals are shown
in the inserts.
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Table 6.2: Mass excesses (in keV/c2) of Ti and V isotopes recommended by AME16 and mea-
sured with the TITAN MR-ToF-MS and the TITAN MPET. Weighted averages of
combined TITAN measurements and of all values are presented. Neighboring
isotopes are also shown for reference. TITAN measurements performed in other
isotopic chains did not provide significant improvements to the existing mass un-
certainties, so they were omitted.

Species AME16 MR-ToF-MS MPET TITAN (combined) AME16 + TITAN
49Ti −48563.79 (11) −48563.79 (11)
50Ti −51431.66 (12) −51431.66 (12)
51Ti −49732.84 (51) −49722 (15) −49731.5 (2.1) −49731.3 (2.1) −49732.75 (49)
52Ti −49470 (7) −49466 (16) −49479.1 (3.0) −49478.7 (3.0) −49477.3 (2.8)
53Ti −46831 (100) −46877 (18) −46881.4 (2.9) −46881.3 (2.9) −46881.2 (2.9)
54Ti −45622 (82) −45744 (16) −45744 (16) −45740 (15)
55Ti −41668 (162) −41832 (29) −41832 (29) −41827 (29)
56Ti −39320 (121) −39320 (121)
57Ti −33916 (256) −33916 (256)
49V −47961.93 (83) −47961.93 (83)
50V −49224.01 (41) −49224.01 (41)
51V −52203.84 (40) −52203.5 (1.8) −52203.5 (1.8) −52203.83 (39)
52V −51443.77 (42) −51417 (26) −51417 (26) −51443.76 (42)
53V −51851 (3) −51851 (19) −51851 (19) −51851 (3)
54V −49893 (15) −49904 (17) −49904 (17) −49898 (11)
55V −49145 (95) −49125 (27) −49125 (27) −49126 (26)
56V −46155 (177) −46155 (177)
57V −44413 (80) −44413 (80)

surface in the region. However, the refined precision solved ambiguities regarding
the existence of particular shell effects. The remaining of this section explores this
in detail.

The impact of the measurements can be seen in figure 6.14, which presents the
binding energies (EB) and their “derivatives”: the two-neutron separation energies
(S2n) and the empirical neutron-shell gaps (∆2n). These quantities were defined
in chapter 1 in equations 1.2, 1.4 and 1.6, respectively. For convenience, they are
reproduced here:

EB(N, Z) =
[
ma(N, Z)− Z ·mp − N ·mn − Z ·me

]
c2 ,

S2n(N, Z) = [ma(Z, N − 2) + 2mn −ma(N, Z)] c2 and

∆2n(N, Z) = S2n(N, Z)− S2n(N + 2, Z) ;

where Z and N are the atomic and neutron numbers, ma, mp, mn and me are the
masses of the atom, the proton, the neutron and the electron, respectively, and c is
the speed of light.

In figure 6.14, the canonical N = 28 shell closure is easily recognized through the
sharp features at S2n and ∆2n around 50Ti and 51V. In the S2n, it can be recognized by
a downwards ”kink”. In the ∆2n, it is evidenced by a peak arising from the baseline,
which in the region is around 2 MeV. A search for these signatures in N = 32 was
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performed among titanium isotopes (described in sec. 6.3.1) and vanadium isotopes
(shown in sec. 6.3.2).

As pointed out in section 1.2, these signatures must be consistent across several
isotopic chains to characterize a shell closure. Therefore the evolution of shell effects
in N = 32 is also analyzed across the neighboring isotopic chains in sec. 6.3.3.

6.3.1 Signatures of N=32 Shell Effects in Titanium

Although less pronounced, similar features seen at N = 28 are also present around
54Ti. They possibly correspond to the effects of a shell closure in N = 32. To explore
these effects in the S2n surface with more precision, the hypothesis of absence of any
shell effect (No-Shell Hypothesis) was analyzed. This hypothesis assumes a smooth
and linear behavior of S2n around N = 32, with no observed discontinuities or
kinks.

To test this hypothesis, a linear function was fit to the S2n data between 52Ti and
56Ti. The result is shown as the green line in panel (I.b) of figure 6.14, and the resid-
ual of the fit is shown in the insert of the same panel. Using only data from AME16,
the fit produces25 a χ2

red of 1.94. This result is not statistically significant to rule out
any interpretation. With the inclusion of the data from this experiment, the fit pro-
duces a χ2

red of 51.13. Therefore, the No-Shell Hypothesis is completely ruled out by
the new mass measurements. Then, with the observation of a downwards ”kink”
in S2n, the data presented here conclusively establish the existence of signatures of
shell effects at N = 32 in the Ti chain.

The empirical neutron-shell gap at 54Ti (panel (I.c) of figure 6.14) has changed
from 2.45(17) MeV to 2.70(12) MeV, with the mass of 56Ti now the largest source of
uncertainty. The new measurements also better define the peak at N = 32 rising
from the ∼ 2 MeV baseline, confirming the signature of shell effect seen at S2n.

However, the shell features observed in titanium are very weak and well below
normally expected for shell closures. A comparison with the traits seen at N = 28 in
figure 6.14 illustrates this discrepancy. The existence of a special pattern at titanium
can be identified by looking at the systematics with the nearby elements, which is
done in sec. 6.3.3.

6.3.2 Signatures of N=32 Shell Effects in Vanadium

The signatures of a shell closure in N = 32 are entirely absent in vanadium. This
was evident from the previous measurements and confirmed by the addition of the
new measurements with higher precision.

In the ∆2n data (panel (II.c) of fig. 6.14), there is clearly no peak or raise above
the baseline seen in 55Ti. In the S2n data (panel (II.b) of the same figure), a smooth
trend is seen between 53Ti and 57Ti.

25 χ2
red is the χ2 divided by the number of degrees of freedom of the fitting procedure.
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A similar analysis of a No-shell Hypothesis reveals it to be incompatible with the
S2n data. It reveals a subtle upwards ”kink” at 55Ti, which does not characterize a
shell effect. Possible interpretations for this effect are discussed in the following.

6.3.3 Evolution of the N=32 Shell Closure

It is important to analyse the features seen in titanium and in vanadium in the
context of the neighboring nuclides. In figures 6.15 and 6.16, the S2n and ∆2n data
are shown between K (Z = 19) and Cr (Z = 24) isotopic chains around N = 32. The
same shell signatures seen in Ti are reproduced, with more intensity, towards lower
Z. It is evident that titanium is at a transition point between V and Cr, which shows
no sign of a N = 32 shell closure, and the strong closure seen in Sc, Ca, and K.

Towards higher Z, starting from vanadium, different phenomena occur. The S2n

surface subtly bends upwards, systematically through many isotopic chains. This
behavior is commonly associated with the emergence of nuclear shape deformation
[194, 195]. V, Cr, and Mn are located in a mid-shell region between Z = 20 and
Z = 28, where the effects of deformation are more likely to occur. Moreover, as was
mentioned in sec. 1.4.2, there is spectroscopic evidence that there is an energy level
ordering change between Sc and V [64]. Nevertheless, it is possible to affirm that
vanadium is also a transition point where a particular systematic behavior starts
to occur towards higher Z. However, it requires a more in-depth analysis to state
anything about the nature of this behavior.

To better inspect the evolution of the N = 32 shell closure, figure 6.17 shows
the empirical neutron-shell gap across the N = 32 isotonic chain and compares it
to the data across the canonical N = 28 chain. Overall, ∆2n(N = 32) mirrors the
behavior of ∆2n(N = 28), being systematically lower by about 2 MeV. It suggests
that the mechanism that governs the evolution of the N = 28 shell might be the
same governing the evolution of the emerging N = 32 shell. This hypothesis could
be explored in future shell model studies.

Figure 6.17 also includes ∆2n data across the N = 30 isotonic chain. Since shell
features are not recognized in this neutron number, this data can be used as an
estimation of the ∆2n baseline. It is interesting to point out the crossing between
∆2n(N = 32) and ∆2n(N = 30) occurring amid Ti (Z = 22) and V (Z = 23), revealing
the point of emergence of shell signatures in N = 32 among mass observables.

The trends in ∆2n also reveal how abrupt the onset of magicity in N = 32 is. It
starts from weak effects in titanium to its peak in scandium. However, peaks in
the shell gap usually occur in doubly-magic nuclei, as illustrated by the N = 28
case shown in 6.17. It is expected that the peak of ∆2n(N = 32) occurs in 52Ca,
which should be extra bound due to the closure of the proton shell in Z = 20.
After the mass measurements described here, the only isotopic chain not studied
with high-resolution mass spectrometry techniques is of scandium. Therefore, new
mass measurements between 51Sc and 55Sc are required to confirm the evolution of
magicity in N = 32.
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6.4 Tests of Ab Initio Theories

The clearer picture of the evolution of the N = 32 shell allows us to investigate
how well our knowledge of nuclear forces and many-body methods describes the
observed behaviors. The mass data in the N = 32 region was compared to state-of-
the-art ab initio nuclear structure calculations. The tested methods and interactions
were described in sec. 2.4.

In particular, the Multi-Reference In-Medium Similarity Renormalization Group
(MR-IMSRG) [92, 93, 94], the Valence-Space (VS-) IMSRG [95, 96, 97, 98], and the
self-consistent Gorkov-Green’s Function (GGF) [99, 100, 101, 102] approaches were
applied. All calculations were performed with interactions based on the chiral ef-
fective field theory: 1.8/2.0(EM) [86, 88], the N2LOsat [90] and the NN+3N(lnl)
interactions. They all included two- (NN) and three-nucleon (3N) interactions with
parameters adjusted typically to the lightest systems (A = 2, 3, 4) as the only input26

[85, 196, 197].
To get an overall picture of the current stage of techniques, four large-scale calcu-

lations were performed using different permutations among the available methods
and interactions. IMSRG-based methods employed two different interactions: the
1.8/2.0(EM) interaction was used in a VS-IMSRG calculation, and the N2LOsat was
used in an MR-IMSRG calculation. The GGF method was also employed in calcu-
lations with two different interactions: N2LOsat and NN+3N(lnl) interactions. The
N2LOsat interaction was employed in calculations using the GGF method and MR-
IMSRG method. In this way, the breadth of the variations seen among the results
can be interpreted as an overall ”error” of the employed techniques.

All calculations were performed for all Ti isotopes in the region of interest. One
exception is the calculation performed with the MR-IMSRG method, which can only
provide results for even-mass titanium isotopes. Additionally, since the VS-IMSRG
can access all nuclei in this region, the calculations employing the 1.8/2.0(EM) +
VS-IMSRG combination were extended to neighboring isotopes as well. Some of
the VS-IMSRG calculations had already been published for the Cr [195], Sc [198]
and Ca [88] chains. Calculations employing the NN+3N(lnl) + GGF combination
were also available for odd-mass scandium isotopes.

6.4.1 Results

The results of the calculations are compared to experimental mass data for Ti and V
in figure 6.18. All approaches predicted signatures of shell closures at N = 28 and
N = 32, although the strengths of the neutron-shell gaps in the magic numbers are
systematically overpredicted in all cases.

Calculations with the N2LOsat interaction typically performs well for radii and
charge distributions in this mass range [59], but here are found to be the least ac-

26 Exception given to the N2LOsat interaction that also uses selected heavier systems to adjust the nuclear
saturation density, as explained in sec. 2.4.
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Figure 6.18: Results of ab initio calculations (lines) are compared to experimental values

(points) of the mass landscape around titanium (I) and vanadium (II) isotopes.
Mass observables are shown from three perspectives: (a) binding energy, (b) two-
neutron separation energies (S2n), and (c) empirical neutron-shell gaps (∆2n).
Experimental data combines measurements incorporated in AME16 and this
TITAN experiment.
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curate in describing mass observables. They predict underbound titanium isotopes
by about 30 MeV, independently of the many-body method employed. Also, this in-
teraction highly overpredicts the strength of the neutron-shell gaps both at N = 28
and N = 32, compared to the other studied interactions.

The calculations with the 1.8/2.0(EM) interaction provide the best description of
the Ti data. Masses are overbound by only ≈ 3.0 MeV, and the neutron shell gaps
are the closest to the experimentally observed values. In the vanadium chain it had
similar performance; however, it wrongly predicted the existence of shell effects in
N = 32.

The results with the NN+3N(lnl) interaction are also in good agreement with
data, but titanium isotopes are underbound by about 20 MeV. Truncation schemes
currently employed in GGF calculations are known to result in less total binding
energy (typically 10− 15 MeV for mid-mass nuclei) compared to more advanced
truncation schemes [199]. This would bring NN+3N(lnl) in better agreement with
the experimental binding energies.

Results of ∆2n calculations for all isotopic chains between Ca (Z = 19) and Cr
(Z = 24) with the 1.8/2.0(EM) + VS-IMSRG combination are shown in figure 6.19.
Calculations with the NN+3N(lnl) + GGF combination are also included for Ti and
Sc chains. The calculations provide an excellent description of neutron shell evolu-
tion at N = 28 and of the N = 32 where it is strong, in Ca and Sc. Also, while
there is a general overprediction of the neutron shell gap at N = 32, the trends
from N = 28 to N = 32 are mostly reproduced. In contrast, calculated shell gaps in
titanium rise too steeply from N = 30 to N = 32 compared to experiment and even
predict modest shell effects in the vanadium chain. This indicates that the N = 32
closure is predicted to arise too early towards Ca.

The evolution of ∆2n across isotonic chains is shown in figure 6.20 with results
from the 1.8/2.0(EM) + VS-IMSRG calculation. The comparison with experimental
data makes evident the overestimation of shell gaps by the theoretical calculation.
Both in the N = 28 and the N = 32 shells, titanium (Z = 22) is the isotone with
largest overprediction of ∆2n. While the origin of this discrepancy is not completely
clear, it is known that signatures of shell closures, such as first excited 2+ ener-
gies and shell gaps, are often modestly overestimated by the VS-IMSRG [88]. This
systematic overprediction might also explain the early rising of shell effects in vana-
dium.

As also seen in experimental data, the 1.8/2.0(EM) + VS-IMSRG calculation pre-
dicts that the N = 32 shell mirrors the evolution of the N = 28 shell but systemati-
cally lower by about 2 MeV. This reinforces the idea that similar mechanisms govern
the evolution of both shells. However, as discussed in chapter 2, ab initio approaches
are not the best tool to investigate the nature of specific effects.

Unlike the experimental data, the calculations predict that the peak of N = 32
shell effects happen in calcium (Z = 20) and not in scandium (Z = 21). It further
motivates the need for new high-resolution mass measurements in the scandium
chain.
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Figure 6.19: Results of ab initio calculations (lines) are compared to experimental values
(points) of empirical neutron-shell gaps between K (Z = 19) and Cr (Z = 24)
isotopic chains around N = 28 and N = 32. Experimental data combines mea-
surements incorporated in AME16 and this TITAN experiment.
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7 C O NC LU S I O N S A N D O U T L O O K

In the last decades, we witnessed unprecedented progress in our understanding of
the atomic nucleus. Novel high-sensitivity experimental techniques have opened up
the pathway to inspect properties of very rare nuclei with high precision. Through
them, surprising new phenomena were discovered, which challenge our nuclear
theories. Also, for the first time, powerful computers enabled theories to describe
complex atomic nuclei from fundamental principles, applying features of Quantum
Chromodynamics to many-body quantum methods. These advances may finally
trace the right route towards the long-sought understanding of nuclear matter. If
successful they may also fill critical missing pieces in related fields, such as on the
origin of chemical elements and the evolution of astrophysical objects.

These two fronts of research walk side-by-side, as advances in one guide advances
in the other. The study presented at the core of this thesis is a state-of-the-art
example of the interplay between experiment and theory in the field of nuclear
structure. In this case, the emergence of shell effects at the non-canonical magic
number N = 32 was investigated though precision mass measurements. Samples of
neutron-rich titanium isotopes were produced by the ISAC facility through the ISOL
method and ionized through the laser ionization technique. Vanadium isotopes
were co-produced and were also present in the sample. The ions were transported to
the TITAN’s Penning trap and multiple-reflection time-of-flight mass spectrometers,
where measurements were performed independently.

The atomic masses of 51−55Ti and 51−55V were successfully measured. The new
measurements agree with the previous measurements in the literature and bring
the structure of the nuclear mass landscape to the scale of a few tens of keV around
N = 32. The results conclusively establish the existence of weak shell effects at
N = 32 among titanium isotopes and confirm their absence among vanadium iso-
topes. It narrows down the evolution of this nuclear shell closure, mainly regarding
its abrupt emergence. The N = 32 shell evolution outlined from inspecting mass
observables agrees very well with conclusions drawn from other experimental ap-
proaches, such as from γ-spectroscopy (see fig. 1.7, for example).

The measurements were compared with the results of several ab initio nuclear
theories. Overall, all presented theories perform well in this region, but the study
reveals deficiencies in the description of the N = 32 shell. Specifically, the strength
of shell effects are systematically overestimated, and they are wrongly predicted to
start emerging in vanadium. This work provides fine information for the develop-
ment of the next generation of nuclear ab initio techniques.
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As demonstrated by this and other studies, the new magic number N = 32 is a
fascinating phenomenon in nuclear structure and requires further experimental and
theoretical exploration. As pointed out in our analysis, new mass measurements of
scandium isotopes in the region are needed to better understand the peak strength
of shell effects at N = 32. Moreover, the similarities between the evolution of
the N = 28 and the N = 32 shells are remarkable and should be investigated
theoretically, especially through shell model approaches.

Naturally, further investigation is required towards the low-Z boundary of N =

32 shell closure where data is most scarce. Trends from experimental data and
results from theoretical models suggest the magicity of N = 32 should vanish in
the region with Z < 18.

Similarly, shell effects emerging at N = 34 are receiving increasing attention
from the scientific community [50, 200]. Shell model calculations predict similar
mechanisms that drive the evolution of N = 32 and N = 34 shells. Meanwhile,
recent experiments suggest that its effects start appearing at much lower Z than the
N = 32, but become much stronger right in the argon chain [201].

Nevertheless, experiments pushing towards N = 34 and the low-Z boundary
will probe increasingly rare isotopes. Consequently, techniques need to be able to
overcome the challenges associated with them: shorter lifetimes, lower intensities,
and more substantial contamination levels.

In face of those challenges, the results of the TITAN MR-ToF-MS for Ti and V pro-
vide an essential milestone on precision mass spectroscopy of rare isotopes. They
highlight the scientific capabilities of this new type of spectrometer and illustrate
how its sensitivity enables probing of much rarer species with competitive preci-
sion. Now successfully benchmarked against the ”standard” mass measurement
technique - Penning trap mass spectrometry - the TITAN MR-ToF-MS is an ideal
candidate to probe outer regions of the nuclear chart for nuclear structure investi-
gations.

In the near future, the TRIUMF Laboratory will commission its Advanced Rare
Isotope Laboratory (ARIEL) [202] to expand its scientific capabilities beyond the
ISAC production facility. It will diversify the radioisotope production through dif-
ferent target and driver beam combinations and deliver more exotic isotope species
at high intensities to experiments. The MR-ToF-MS together with ongoing upgrades
to the EBIT [203], the MPET (see appendix B) and the CPET [157] will leverage
TITAN’s capacity to perform experiments in the ARIEL era. They will place the
TITAN facility in a prime position to push the precision boundary of the nuclear
chart and answer the outstanding questions in nuclear structure.

111



B I B L I O G R A P H Y

[1] D. Hanneke, S. Fogwell, and G. Gabrielse. New Measurement of the Electron
Magnetic Moment and the Fine Structure Constant. Phys. Rev. Lett., 100(12):
120801, mar 2008. ISSN 0031-9007. doi: 10.1103/PhysRevLett.100.120801. URL
https://link.aps.org/doi/10.1103/PhysRevLett.100.120801.
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J. Gibelin, K. I. Hahn, D. Kim, T. Koiwai, Y. Kondo, P. Koseoglou, J. Lee,
C. Lehr, B. D. Linh, T. Lokotko, M. MacCormick, K. Moschner, T. Nakamura,
S. Y. Park, D. Rossi, E. Sahin, D. Sohler, P.-A. Söderström, S. Takeuchi, H. Törn-
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ström, V N Fedosseev, R Gernhäuser, A Gustafsson, A Herlert, M Huyse,
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A P P E N D I C E S

In the following appendices, I describe a few of my contributions to further lever-
age the experimental capabilities of the TITAN facility, and that may allow future
extensions of the work presented at the core of this thesis. In appendix A, I describe
a novel technique to enable experimental investigation of some radioactive species
that the ISAC facility cannot provide directly. In appendix B, I give an overview of
the cryogenic upgrade of the MPET mass spectrometer.
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A D E C AY A N D R E C A P T U R E I O N
T R A P P I NG

Access to exotic radioactive nuclei enables a broad range of scientific investigations
from fundamental to applied sciences. The improvement of their production tech-
niques, focusing on quality, intensity, purity, efficiency, and selectivity, has been a
highly active area of research [140]. The ISOL method of production of radionu-
clides, employed at ISAC, is known for producing high-quality and high-intensity
RIBs. However, as explained in section 4.1, chemical and physical processes that
influence the extraction of species of interest from the production target (such as
ionization potential and volatility) limit the availability of certain beams [140, 144].
Consequently, ion beams of refractory metals and reactive elements, such as iron
and boron, are challenging to produce.

One way to circumvent these limitations is the Decay and Recapture Ion Trapping
(DRIT) technique. It allows the production of particular beams that the RIB facility
is unable to provide directly but can provide a parent species. It consists of storing
a cloud of the parent ion in an ion trap for a time comparable to its half-life or
longer. Then, a cloud of the ion of interest can be created if the trapping potential
is deep enough to recapture the recoiling particles. It permits the creation of beams
of not only refractory and reactive elements, in the case of ISOL facilities, but also
of isomeric beams if a suitable parent is available.

The technique was first employed at CERN-ISOLDE for the creation of 37Ar [204]
and 61−63Fe [205] ions for mass spectrometry experiments. In both cases, parent ions
were stored in a buffer-gas-filled Penning trap, which reportedly re-trapped about
50% of recoils. Two other experiments [206, 207] performed in the same facility
employed Electron Beam Ion Traps (EBIT) [208, 209] as storage device. Evidence
from these experiments suggests that EBITs have high re-trapping efficiencies and
are ideal storing devices for this technique.

Here, we further explore the use of such ion traps and report the in-EBIT produc-
tion of 30Al from a parent beam of 30Mg, performed for the first time at TITAN. We
characterized the evolution of the trapped contents and adjusted operating param-
eters to optimize the creation of daughter beam. The 30Al ions were extracted and
delivered to MPET, where its mass was successfully measured.

In the following section, we discuss the technique in detail and the advantages
and challenges regarding using an EBIT as the storage device. In section A.2, we
present a simple model to describe the evolution of stored radioactive contents in
EBIT, applied to the proof-of-principle experiment herein. In section A.3, we de-
scribe our apparatus and of the experimental procedures employed. In section A.4,
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we present the results of the systematic investigations on the creation of the daugh-
ter beam using EBIT. In section A.5, we demonstrate the production of daughter
beam through unambiguous identification using the mass spectrometer and de-
scribe the subsequent mass measurements performed. We conclude with possible
applications of the technique.

a.1 In-EBIT DRIT

Conceptually, the DRIT technique is simple. If a suitable parent species is available,
it is stored for the timescale of its half-life and its daughter is recaptured. The key
question to the success of this method lies in the confinement capabilities of the trap:
first, can the cloud be stored for such a period? Second, how many of the decay
daughters will be retained in the trapping volume? These questions are central to
selecting the most suitable trapping setup and, more indirectly, potential candidate
species.

Ion traps, such as Penning or Paul traps, typically create potential wells of a few
eV to a few hundreds of eV deep. The three-body β-decay, for example, generates
a recoil energy spectrum that can span a few hundreds of eV. Therefore, β-decay
products can be recaptured in typical ion traps. In contrast, α-decays may produce
recoils up to a few hundreds of keV, which makes their recapture challenging. Here,
we focus on the recapture of weak decay products only.

EBITs have storing capabilities that typically outperform other ion traps [208, 209].
They have an electrode structure that provides axial ion confinement overlapped
with a strong magnetic field that provides radial confinement. EBITs also have a
dense electron beam passing through the trapping region (see figure A.1), which
ionizes ions through electron impact. For this reason, they are widely used to
provide charge-bred beams for experiments or post-acceleration [210]. The electron
beam also deepens confinement: as the ion’s charge state increases, it experiences
a deeper trapping potential in all directions. Consequently, the recoil energy has
less effect on re-trapping efficiency. Furthermore, highly charged ions (HCI) remain
charged after decay, whereas singly charged ions (SCI) may be neutralized in gas-
filled traps or by β+-decays [204]. Therefore, EBITs offer a nearly ideal environment
to re-trap decay products.

However, the use of EBITs poses particular challenges that must also be consid-
ered: (a) Electron-impact ionization generates a distribution of charge states. If the
generated beam is transported out of the trap, only the fraction in a charge state of
choice will be used, typically around 20% [210, 211]. (b) The electron beam also ion-
izes residual gases that are present in the trapping volume, which may contaminate
the beam. Last (c), EBITs may be “hot” environments due to complex thermody-
namical processes, such as heating of the ion cloud by the electron beam and heat
exchange by ion-ion collisions. A large thermal input to the ion of interest may
“boil” them out of the trap and reduce the efficiency of the technique.
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Figure A.1: Schematic overview of the TITAN EBIT. Trapping of ions is achieved axially by
an electrostatic potential and radially by both a magnetic field and an intense
electron beam passing through the trapping region.

Therefore, EBIT operating parameters must be carefully tuned in order to bal-
ance re-trapping efficiency, charge breeding, ion-cloud thermodynamics, and other
physical processes that influence the final quality of the created beam. In the next
section, the evolution of stored radioactive contents in EBIT is described using a
simple model, which illustrates some of these challenges and provides a clearer
picture of the variables that play a relevant role in the technique.

a.2 Simulations of Daughter Beam Creation

To understand the daughter beam creation and its confinement, we simulated the
in-trap decay of a cloud of a parent ion in the TITAN EBIT, including population
evolution and a simple EBIT thermodynamical model. 30Mg was chosen as a suit-
able parent to explore as a proof-of-principle case, both from its decay properties
and from its experimental availability.

The decay chain of 30Mg → 30Al → 30Si provides representative examples of
typical β− decays. First, the half-lives of 30Mg and 30Al, respectively 0.335(10) s
[212] and 3.62(6) s [213], allow us to probe two different timescales of interest, each
one order of magnitude apart. Second the Qβ values of the decays (both above 6
MeV) are higher than average [54], allowing for a higher recoil energy contribution.
Their decay schemes are also complex, with many intermediate γ de-excitation
steps, but are well understood [212, 213]. Moreover, 30Mg+ can be provided to
TITAN as a pure beam by the ISAC facility. Hence, this decay chain allows a robust
proof-of-principle experiment to explore the DRIT technique at TITAN.

In a Monte Carlo approach, particles in an initially pure 30Mgq+ cloud, where q
is the charge state of the ion, were randomly assigned a starting energy following a
Maxwell-Boltzmann distribution. Particles were evolved in time (t, iterated by time
step ∆t) and were subject to three physical processes described below: Spitzer heat-
ing, radioactive decay, and trap escape. A flow diagram of the employed algorithm
is shown in figure A.2.
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Spitzer heating [208]: Trapped ions constantly gain energy from collisions with
the intense electron beam. This is known to be a dominant process in EBIT
thermodynamics and, if no active cooling mechanism is employed, ions will
eventually gain enough energy to escape the trap barriers. The energy input
per particle from Spitzer heating is proportional to q2 and was calculated by
the prescription outlined in ref. [208], assuming a perfect overlap between the
electron beam and the ion cloud.

Radioactive decay: The population change from decay was modeled through sim-
ple decay laws, while the heating contribution from recoiling energy required
consideration of the three-body nature of β-decay. We followed the same kine-
matic procedure outlined in detail in ref. [205] to calculate the recoil energy
distributions. The calculation included not only the β-decay itself but also
the intermediate de-excitation through γ-emission and all possible known de-
cay branches. The β-decays schemes of 30Mg and 30Al are well described in
refs. [212] and [213], respectively. These are almost pure Gamow-Teller transi-
tions, for which the spectral shape of recoil energy distribution is well known
[214, 215]. In the case of γ-emission, there are no long-lived isomeric states in
the cases studied; therefore, we assumed that all de-excitations occur instan-
taneously. The final recoiling energy distributions are shown in fig. A.3. The
Qβ-value of the decay of 30Al (8561 keV) is higher than that of the 30Mg (6990
keV). However, the average recoil energy gained by the daughter is higher
in the 30Mg decay (355 eV) than in the 30Al decay (214 eV). The 30Al decay
mainly decays to much higher excited states of 30Si, thus in some cases photon
emission can revert the orientation of the recoiling momentum gained in the
β-decay.

Trap escape: The escape of ions from the trap was incorporated at the end of every
time step by removing particles from the simulation if their energy exceeded
the trapping potential barriers. The escape also cools the trapped ion cloud
through evaporative cooling. It was assumed that ion losses occur predomi-
nantly through axial potential barriers, as prescribed in [208].

For simplicity, other typical EBIT processes [208] such as radiative recombination,
charge exchange, ionization heating, and effects from ion-ion interaction were ne-
glected. The simulation also did not include the whole charge breeding dynamics,
and the population was assumed to be in the +11 charge state through the whole
calculation. The choice of charge state was guided by an EBIT charge-state evolu-
tion calculation (such as in [208]) that showed that the ion cloud should be predomi-
nantly in charge states between +10 to +12 for the timescales of the half-lives of the
radioactive species. In section A.4.2, we verified this assumption experimentally.

All the parameters needed for the calculation are also displayed in fig. A.2. The
trap parameters were chosen according to the characteristics of the TITAN EBIT.
The chosen electron beam energy was twice the threshold energy to completely
ionize Mg ions (1.962 keV [168]). Most parameters are typically well known or
easily calculable, making this approach almost clear of free parameters. However,
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Figure A.2: A simplified flow diagram of the Monte Carlo algorithm to calculate daughter
beam creation and its confinement in the TITAN EBIT. Only three physical pro-
cesses are included: Spitzer heating [208], radioactive decay and trap escape. The
relevant parameters on these processes are described in the table. Nuclear prop-
erties were taken from [212, 213], and typical TITAN EBIT operating parameters
were chosen.

the radius of the electron beam of the TITAN EBIT is known to be between 150
and 300 µm, which does not sufficiently constrain the calculation of Spitzer heating
rate [208]. This uncertainty was accounted for in the calculation by running the
algorithm with different values of electron beam radius inside the range.

Results of the simulation are displayed in figure A.4. The total population, de-
fined as the sum of populations of 30Mg, 30Al and 30Si, remained constant until
about t ≈ 2.0 s, when it sharply decreased. According to these results, created 30Al
dominates the population after ≈ 300 ms or roughly T1/2(

30Mg), but the popula-
tion of 30Si could not become dominant before the cloud vanished from the trap
(2 s < T1/2(

30Al)).
The same calculation was performed without any additional recoiling energy in

order to understand the contribution of decay energy input to ion losses. The total
storing time was prolonged by only 20%. This result indicates that the recoiling
energy contributes little to the losses mechanisms in an EBIT as a storage device and
that losses from Spitzer heating dominate. This finding contrasts with observations
of DRIT in Penning traps [204, 205], where ion losses were attributed to recoil energy
exceeding trap barriers.

The results of these simulations were confirmed by an experiment at the TITAN
facility, described in the next section.
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a.3 Experiment Overview

In the experimental procedure described herein, we investigated RIB population
evolution inside EBIT, tracked ion losses, and unambiguously identified the daugh-
ter species after storage. In addition, we performed an experiment with the created
beam outside the EBIT to substantiate the technique.

The RIB was produced at ISAC by impinging a 480 MeV proton beam onto a low-
power uranium-carbide target. Magnesium isotopes were selectively ionized using
TRILIS [149] (see sec. 4.1). The beam was extracted, separated by ISAC’s mass
separator [151], and sent initially to ISAC’s Yield Station [216] for a composition
measurement, which revealed a purity of ≥99.4(1)% of 30Mg+.

The 30Mg+ beam was then delivered to the TITAN facility, presented in sec. 4.2
(see fig. 4.3). The beam was accumulated in the TITAN RFQ and sent in bunches to
the EBIT [155], where DRIT was performed.

The TITAN EBIT is designed to provide charge-bred ions for mass measurements
with MPET [156] and to perform in-trap decay spectroscopy [217, 218]. In this
experiment, its trapping and electron beam parameters were identical to those listed
in figure A.2. For mass spectrometry, as beams are extracted from the EBIT and sent
towards MPET, they pass through a Bradbury-Nielsen Gate (BNG) [219], which
selects the bunched beam by its time-of-flight and thus mass-to-charge ratio (m/q).
Additionally, an MCP detector can be moved into the beamline before the MPET,
about 10 meters downstream of EBIT. It yields a time-of-flight spectrum that allows
the m/q identification of the constituents of the beam extracted from the EBIT.

a.4 Population Evolution

In this section, we describe the systematic studies of the evolution of the trapped
radioactive ion cloud over a range of storage time. To ensure a constant amount
of RIB was employed every cycle, the RFQ accumulated RIB for 100 ms. Then the
beam was sent to the EBIT, where the storage time was varied between t = 15 ms
and 8 s, covering one order of magnitude above and below the half-life of 30Mg.
After the storage, the composition of the ion cloud was inspected by extracting it
onto the MCP detector.

The time-of-flight spectrum allowed m/q identification of each species as well as
their count rates. A typical time-of-flight spectrum can be seen in fig. A.5 (top
panel), where the average spectra of measurements with t ≥ 100 ms is shown. As
ionized residual gases could have the same m/q as the RIB, spectra were measured
with and without the injection of RIB into EBIT under identical conditions. The sub-
tracted spectrum contains only the RIB species, and an example can be seen in fig.
A.5 (bottom panel). The spectra obtained at each storage time were analyzed with a
multiple-peak fitting routine, through which the count rate for each peak could be
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Figure A.5: Spectra of time-of-flight measurements between EBIT and the MCP (top panel),
which allow m/q identification of trapped species. Spectra were obtained with
(top, red) and without (top, green) RIB injection into EBIT. RIB peaks can be
identified by subtracting the two spectra (bottom, blue). RIB charge states be-
tween +9 and +12 of A = 30 beam can be clearly identified. Other identified
species are also marked for reference. The shown spectra are averaged among all
measurements with t ≥ 0.1 s.

determined, including from overlapping peaks. With these data, we monitored the
evolution of both the charge state distribution and the absolute population of RIB.

A.4.1 Optimal Storage Time for DRIT

We verified if the ion cloud could be stored as long as needed to create a sample of
30Al or 30Si through DRIT. At each storage time, we analyzed the total count rate of
RIB by summing the counts of all RIB peaks present on the spectrum. The result is
shown in figure A.6.

The count rate was nearly constant and independent of t up to t = 2.0 s, much
longer than T1/2(

30Mg). This suggests a high re-trapping efficiency of the decay
daughters, especially at t & 300 ms ≈ T1/2(

30Mg). After t ≈ 2 s, the RIB count rate
dropped. This is shorter than T1/2(

30Al), thus the creation of a 30Si beam may not
be feasible.

The simulated evolution of the total RIB population (sec. A.2, fig. A.4) is overlaid
on the data in figure A.6 and agrees well with it. This result substantiates the simple
EBIT thermodynamical model and confirms Spitzer heating as the dominant source
of ion losses.
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Figure A.6: Integrated RIB count rates on the MCP as a function of storage time, obtained
from the spectral analysis of time-of-flight data. The simulated RIB population
evolution from sec. A.2 is shown normalized to the measured count rate data.

A.4.2 Charge State Evolution

In EBITs, the storing time governs the charge state distribution of the ion cloud and;
thus, it influences confinement and Spitzer heating. It also influences how much
background gas gets ionized, which might contaminate the produced beam. Fur-
thermore, if the beam were used outside the EBIT, it needs to match the subsequent
device’s acceptance. Therefore, the storing time and the desired charge state must
be chosen to balance the quality of the created beam and the amount of daughter
species it contains.

To maximize the production of daughter beam, optimize its purity, and minimize
decay losses for its mass measurement, we analyzed the time-of-flight data looking
for charge state evolution of the stored RIB. In fig. A.5, the RIB peaks corresponding
to q = +9 to +12 can be seen, as well as the series of peaks of typical background
gas species (12Cq+, 14Nq+, 16Oq+ and 40Arq+) and of 138Baq+ originating from evap-
orated material from the electron source cathode.

The relative populations of each of the RIB charge states are shown in figure A.7
as function of storage time. During the analyzed storage time interval, the RIB
cloud evolved from charge state q = +5 to +12.

The charge state q = +11 dominates the RIB population for t ' 300 ms, which
confirms the charge state chosen to perform the simulations in sec. A.2. It is also
clear from fig. A.5 that the q = +11 RIB peak is the most separated charge state
from any background species. Thus it was the best choice to be employed for further
study outside of the EBIT.
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a.5 Identification of Daughter Beam through PTMS

Although the systematic measurements performed with EBIT reveal strong evi-
dence of in-trap decay and creation of daughter beam, it still did not provide defini-
tive proof that the daughter species was present in the beam extracted from the
EBIT. The time-of-flight to the MCP cannot resolve isobars. For this reason, the
identification of the daughter beam was performed with the MPET high-precision
mass spectrometer, which also served as a demonstrative experiment.

High-precision mass spectrometry provided unambiguous identification of each
species. The mass precision required to resolve 30Al+q from 30Mg+q (in the same
charge state) is 3 · 10−4 [34], which is well within MPET’s capabilities [110].

In the first identification measurement, the RIB was stored in EBIT for t = 50 ms,
which is much shorter than the half-life of 30Mg (T1/2 = 335(10) ms). The BNG
selected the +8 charge state of RIB, which was the most populated (see Fig. A.7).
The selected beam was loaded to the MPET, where a search for 30Mg8+, 30Al8+ and
30Si8+ was done. The analysis revealed the presence of 30Mg8+, but no detectable
amount of 30Al8+ or 30Si8+ was found in the beam.

Likewise, the RIB was stored in EBIT for t = 300 ms, close to 30Mg half-life,
which mostly populated the +11 charge state. This time, 30Al11+ was successfully
identified in the MPET, confirming the production of a daughter beam in EBIT.
Figure A.8 shows a sample ToF-ICR resonance of 30Al11+ acquired. Once again,
30Si was not observed. However, measurements with a longer storing time at EBIT,
which could enable the creation of 30Si, were not attempted.
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Figure A.8: A typical ToF-ICR resonance of 30Al11+ measured with MPET. The beam used
was created by storing the parent beam for t = 300 ms in the EBIT. The red curve
is an analytical fit to the data.

A.5.1 Demonstrative Experiment

The last goal of this proof-of-principle experimental campaign was to use the beam
created through DRIT in an experiment outside the storage device. High-precision
mass measurements using MPET are susceptible to the incoming beam quality. A
successful precision mass spectrometry measurement reveals that the beams pro-
duced using the technique meet high-quality criteria.

High-precision mass measurements of 30Al11+ and 30Mg8+ were performed. The
measurement and analysis procedure followed the same as described in section 5.2.
However, differently than the measurements described in the core of this thesis,
PTMS measurements employing HCI may have a non-negligible contribution from
the binding energy (Be) of the electrons removed from the atomic form of the ion of
interest [67]. The ratio (Rν, see eq. 3.6) between their cyclotron frequencies (νc) of
the ion of interest and the reference ion is updated to include the electron binding
energies:

Rν =
νc,re f

νc
=

(ma − q me + Be) qre f

(ma,re f − qre f me + Be,re f ) q
, (A.1)

where me is the mass of the electron, ma is the atomic mass and q is the charge state
of the ion. The subscript re f refers to the calibrant ion, otherwise it refers to the
ion of interest. In the case of this experiment, 16O6+ (Be = 0.43 keV) was used as
a reference for 30Al11+ (Be = 2.22 keV), while 39K10+ (Be = 1.28 keV) was used for
30Mg8+ (Be = 1.03 keV). Atomic masses of the reference ions were taken from [34],
while electron binding energies were taken from [168].
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The results of the mass measurements performed are shown in table A.1. Our
values agree with the Atomic Mass Evaluation of 2016 [34] and provide a modest
improvement on their precision.

Table A.1: Atomic masses of 30Al and 30Mg, given as mass excesses. Values presented in
this work are compared to [34]. The weighted average of the measured frequency
ratios between the ion of interest and of reference are also given.

Ion of interest Reference Rν Atomic mass excess [keV]
This work Literature

30Al11+ 16O6+ 1.022476354(95) −15863.5(2.6) −15864.8(2.9)
30Mg8+ 39K10+ 0.962122910(48) −8880.9(1.4) −8883.8(3.4)

a.6 Conclusions and Applications

We successfully demonstrated the Decay and Recapture Ion Trapping technique
using the EBIT at TITAN facility. A cloud of 30Mgq+ ions was stored in the EBIT,
and the creation of a 30Alq+ daughter beam was identified through Penning trap
mass spectrometry. The extraction for mass measurement in the Penning trap also
demonstrated the capability of DRIT to produce beams compatible with subsequent
experiments.

We performed EBIT simulations to understand losses mechanisms related to re-
trapping efficiency. Simulated results agree with the observations made in the ex-
periment and indicate that Spitzer heating is the primary source of observed losses,
and not the recoil energy from β-decay. Our results are in line with findings of
other experiments performed using DRIT with EBITs as storage media [206, 207],
which indicated high re-trapping efficiency of decay products. However, they con-
trast with those performed in Penning traps [204, 205], which suggest a significant
influence of the recoil energy in the observed efficiencies.

EBITs are reliable storage devices for DRIT. They have demonstrated superior
confinement capabilities, higher charge-space limit, and larger recapture efficiencies
than other ion traps. Moreover, Spitzer heating depends on operating parameters
that can be tuned for specific experiments. Since EBITs are regularly employed in
RIB facilities to provide charge-bred beams for experiments and post-acceleration,
this technique has the potential to become a regular tool to increase beam availabil-
ity.

DRIT can allow access to non-ISOL beams at ISOL facilities. For example, 34Si
[220] and 88Zr [221], nuclides that were the object of particular interest in recent
years, could be produced from 34Al and 88Y. Using the parameters of this exper-
iment only, over 50 new nuclides could be available at ISAC facility using DRIT.
These are shown in fig. A.9 together with the currently available RIB yields [142].
The technique also can give direct access to certain nuclear isomers. The long-lived
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isomeric 1+ state of 34Al, for instance, has been an object of curiosity [222, 223, 224]
and is preferentially and cleanly populated only through a 34Mg parent beam.

In some cases, better beam properties could be achieved through DRIT even for
available beams. A clear example is the measurement of the Q-value of the superal-
lowed β decay 74Rb→ 74Kr [156, 225]. Noble gases produced in ISOL facilities suffer
from high levels of contamination co-produced in the ion sources. In contrast, pure
alkali beams are commonly available. The 74Kr beam can be more cleanly produced
through the decay of 74Rb.
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Figure A.9: Current yields of radioactive ion beams available at the ISAC facility at TRIUMF
[142]; purple nuclides are accessible through DRIT. These were selected based on
the availability of a suitable parent with a minimum yield of 50 pps, maximum
half-life of 2 s and Qβ < 15 MeV. Courtesy of R. Klawitter.
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B T H E C RYO G E N I C U P G R A D E T O T H E
T I TA N M P E T

The mass Measurement Penning Trap (MPET) at TITAN has been successfully per-
forming precision mass measurements of radioactive nuclei for over a decade. As
detailed in sec. 4.2.2, it is designed to probe masses of ions living as short as 10 ms,
reaching relative mass precision in the 10−7 − 10−9 range. A powerful way to boost
this precision and its resolving power is to charge breed the inspected ion [156, 171],
as can be seen by the dependence with the charge state q in the cyclotron frequency
(eq. 3.5). At TITAN charge breeding is achieved through electron impact ionization
in the EBIT, as illustrated in appendix A.

The advantage of employing highly charged ions (HCI) in PTMS is illustrated
in the top panel of figure B.1. It shows a typical ToF-ICR measurement (see sec.
3.2) performed at the MPET. The spectrum shows the presence of two close-lying
species: 130Cs+12 and 130Ba+12, whose mass difference is in the order of 3 parts in a
million [34]. Using HCI, in this case, boosted the resolution and enabled the mass
separation of the isobar pair in a measurement of only 100 ms.

HCIs are widely used in nuclear and atomic sciences, but experimental investiga-
tions with them are challenging. They interact more strongly with neutral molecules
than singly charged ions (SCI), thus keeping their charge states for long measure-
ment times requires more stringent criteria for vacuum conditions. In PTMS, in-
creasing charge state or measurement time also raises the probability that the ion in-
teracts with residual gas species in the trap. Ion-gas viscous interactions are known
to create damping artifacts on ToF-ICR measurements using SCI [227]. When using
HCI, charge-exchange reactions, such as

X+q + N2 −→ X+(q−i) + N+i
2 ,

become dominant.
Such electron recombination reactions can have very detrimental effects on the

quality of ToF-ICR resonances. One example is shown in the bottom panel of fig-
ure B.1. Charge exchange events ionize background gas particles, which have very
different m/q than the sampled ion. Such ions will appear in very different posi-
tions in the time-of-flight spectrum. Meanwhile, the charge exchanged ions slightly
increase their m/q, leaving the measured cyclotron frequency range but still appear-
ing as a background in a similar time-of-flight range as the undisturbed ions of
interest. Furthermore, the simultaneous trapping of the produced contaminant ion
will affect the ion motion of the ion of interest that could result in a systematic shift
of the measured cyclotron frequency.
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Figure B.1: A comparison of ToF-ICR resonances taken at different measurement times il-
lustrates the degradation of measurement quality due to ion-gas interactions.
On top, the measurement done in 100 ms shows the presence of two species:
130Cs+12 and 130Ba+12 (bi-dimensional histogram events is in blue and average
time-of-flights in black, red curve is an analytical fit [116]). On bottom, the same
species are measured for 1 s, centered on 130Ba+12, but the resonance pattern can
no longer be seen. Also the presence of additional species is now seen in the
time-of-flight spectrum (grey histogram), and are compatible with ionized N+

2 ,
H+

2 and He+. First published in [226].

Recently, the TITAN EBIT was upgraded to enable access to bare, H-like or He-
like configurations of species up to Z = 70 [203]. With higher charge states available,
the demand for better vacuum in the MPET increases. In section B.1, we estimate the
required vacuum in order to take full advantage of EBIT’s improved performance.
In section B.2, we evaluate the pressure levels in the MPET, which revealed that
substantial improvements to its vacuum system were required. We carried out
vacuum simulations, discussed in section B.3, to explore the impact of potential
modifications to the vacuum system. Finally, in section B.4, the concept of the
upgraded system is presented.
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b.1 Vacuum Requirements for PTMS of HCI

The maximum pressure in the experimental setup is bound to the maximum tolera-
ble level of ion-gas interactions during a measurement. In order to understand the
factors that play a role in such interactions, we model the ion as a particle traveling
through a region filled with a gas of constant density. We assume the background
gas is in the Knudsen’s regime (molecular flow) [228, 229] and thus can be approxi-
mated by an ideal gas of temperature T and pressure P.

The ion travels a distance s through the background gas and has an interaction
cross section σ with the residual gas particles. The expected number of interactions
η between the ion and residual gas particles is given by the number of particles
present in the ”interaction volume” σs:

η = σ s
P

kB T
, (B.1)

where kB is the Boltzmann’s constant27. We use this equation to relate an expected
number of interaction events to the corresponding pressure in the trap volume.
Next, we discuss how s and σ were calculated in the context of ToF-ICR measure-
ments of HCI, subject to charge-exchange interactions.

The path length (s) of the ion motion inside a Penning trap grows with q/m of
the ion and with measurement time (tRF). Here, we estimated it from the equations
of motion of the ion during a ToF-ICR measurement, as formulated in [116]. It
can be approximated by the length covered by an ion through a conversion from a
pure magnetron motion (of angular frequency ω− and initial radius r0) to a pure re-
duced cyclotron motion (of angular frequency ω+) by a quadrupole radiofrequency
excitation:

s(tRF) ≈ r0

∫ tRF

0

√
ω2
+ sin2

(
π

2
t

tRF

)
+ ω2

− cos2
(

π

2
t

tRF

)
+ 2 sin

(
π

2
t

tRF

)
cos

(
π

2
t

tRF

)
cos[(ω+ −ω−)t] dt .

Examples of path lengths for a few ions are shown in figure B.2. As can be seen, it
can easily surpass a kilometer in a typical measurement procedure.

Cross-section data for charge-exchange processes are scarce. An estimate for one
electron transfer can be obtained through a simple scaling rule obtained by Müller
and Salzborn [230]:

σq→q−1 = C qα E−β
0 [cm2] , (B.2)

where E0 is the first ionization potential (in eV) of the neutral gas molecule. At
TITAN, a residual gas analysis revealed that the background gas is mainly com-
posed by nearly equal amounts of N2 and H2 (see discussion in the next section),
both with E0 ≈ 15.5 eV [231]. The empirical parameters are C = 1.43(76) · 10−12,

27 Note that this equation is only valid if the kinetic energy of the ion is much greater than the background
gas particles’ kBT (∼ tens of meV). The energy of the ion motion in a typical ToF-ICR measurement is on
the order of tens of eV, so this condition is easily satisfied.
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Figure B.2: Calculated path length of the motion of a few ions during a ToF-ICR measure-
ment procedure in MPET, as a function of the measurement time. First published
in [226].

α = 1.17(9) and β = 2.76(19) [230]. The charge-exchange cross section is typically
on the order of 10−14 cm2 (or 1010 b) for q > 10, about an order of magnitude larger
than cross section of ion-gas collisions (see fig. B.3). Multiple-electron transfers
were not considered.
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Figure B.3: Calculated interaction cross sections between Rb+q ion and N2 neutral molecule.
The cross section for charge exchange process (red) was calculated through eq.
B.2 and has a dependence with the charge state q. The collision cross section
(blue) was calculated from the radii of the molecule and the singly charged Rb+

ion (taken from [231]) and therefore it does not have the appropriate charge
dependence built in.

Finally, in order to have an undisturbed measurement, we chose η < 0.1, which
corresponds to less than 10% of ions experiencing any interaction with the residual
gas during a measurement. The maximum pressure required to achieve such con-
ditions can be calculated through inverting eq. B.1. In figure B.4, this pressure is
calculated for ToF-ICR measurements of the superallowed β-emitter 74Rb+37, fully
ionized (m/q = 2).
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ToF-ICR measurement of 74Rb+37, as a function of measurement time. The gray
band represents the error inherent to the model of eq. B.2 [230]. First published
in [226].

The results of this analysis for many different HCI at charges higher than +20
reveal that longer measurements (tRF > 100 ms) require pressures at least in the
10−11 mbar range. To benchmark our method, we verified that such requirement
levels were satisfied at the SMILETRAP mass spectrometer [232], which was used to
perform ToF-ICR of stable HCI up to 1 s. Next, we evaluate the pressure levels at the
MPET mass spectrometer at TITAN and discuss its agreement with the established
criteria.

b.2 HCI as Vacuum Probes and the Pressure at MPET

At TITAN, two ionization vacuum gauges measure the pressure at the ends of
MPET’s superconducting magnet, both yielding ∼ 10−10 mbar. Such pressure val-
ues are higher than desired, given the analysis presented in the previous section.
However, the gas pumping conductance from the inner volume of the Penning trap
is very restricted. Thus, the pressure levels are expected to be higher than where
the gauges are installed. Yet, in order to address appropriate solutions to improve
the vacuum at MPET, it is imperative that we measure the pressure inside the trap.

The inner volume of a precision Penning trap is a tightly enclosed space that
restricts the placement of any vacuum gauge. Therefore, we resorted to indirect
ways to determine the pressure of residual gases by observing charge exchange
reactions with the sampled ions. ToF-ICR measurements of 133Cs+13 ions were
performed at several measurement times, ranging from 25 ms to 100 ms. First, we
determined the ratio of 133Cs ions that underwent charge-exchange during each
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measurement. The η was estimated by the ratio between the number of charge-
exchange events (Ncx) and the number of 133Cs ions (Nion):

η =
Ncx

Nion
. (B.3)

Nion is determined by the number of counts inside the time-of-flight window that
contains the species of interest (see, for example, the ranges marked in the his-
tograms of figure B.1). Similarly, Ncx can be determined from the number of counts
outside the same range, which should correspond to ionized background gases
counts. In figure B.5 the measured η values are presented for all inspected measure-
ment times. The expected linear trend from eq. B.1 is clearly followed.
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Figure B.5: Measured ratio of 133Cs+13 ions that went through charge exchange, as a function

of the measurement time. The red line is a linear fit to the data. First published
in [226].

Using the data in figure B.5 and equation B.1, the pressure in MPET was esti-
mated to be 8(5) · 10−9 mbar. By comparing this number to the calculated required
pressures presented in section B.1, it is immediate that the quality of the vacuum
in MPET is not good enough for long measurements of HCI with q > +20. In the
situation presented in figure B.4, for example, the Penning trap requires a vacuum
upgrade of about two orders of magnitude to be able to perform a mass measure-
ment of 74Rb+37 of a few hundreds of milliseconds long.

Besides the magnitude of the pressure levels in the trap, it is also important to
know the composition of the residual gas. Therefore, a Residual Gas Analyzer
(RGA) was installed in the beamline near MPET. This device works by ionizing
the residual gas particles and sending the ionized particles through a mass filter
(further details can be found at [233]). The generated mass spectrum is shown in
figure B.6. The analysis revealed the presence mostly of ions of mass 2 u and 28
u, assumed to be from ionized H+

2 and N+
2 or CO molecules. Their presence is

also seen in the charge-exchange products shown in the bottom panel of figure B.1.
Smaller amounts of water and carbon dioxide were also seen, but no meaningful
amount of He gas was detected.
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Figure B.6: RGA analysis of the vacuum in the beamline near MPET, taken with a RGA200
module from Stanford Research Systems [233].

b.3 Vacuum Simulations

The need for improvements in the vacuum system of MPET had already been iden-
tified in the early experiments employing HCI [156, 225]. Past attempts include
”baking” of the system (degassing using high temperatures) [234] and the addition
of new vacuum pumps. However, the analysis presented in the previous sections
revealed the need for more profound upgrades.

Possible upgrades were studied through computer simulations of the MPET vac-
uum system. The procedure had two phases. The first consisted of creating a model
of the vacuum profile in the present system. It had to accurately reproduce the pres-
sure in the three different locations of the system where measurements exist: inside
the Penning trap (by the method described in sec. B.2), and by two ionization
gauges placed near the two ends of the superconducting magnet. The second phase
consisted in exploring potential modifications to the vacuum system to verify which
can produce the required pressure in the trap.

B.3.1 Monte-Carlo Algorithm

The developed algorithm followed a Monte-Carlo approach. It simulated the trans-
port of residual gas particles through the vacuum system to analyze how they could
be more efficiently pumped out and where density pockets could be formed.

Outgassing from the internal surfaces was considered the only source of parti-
cles, and the system was considered to be in the molecular flow regime. In the
molecular flow, the gas particles are non-interacting and behave as in an ideal gas.
Therefore, the simulation is only adequate to describe the steady-state and cannot
model pumping speeds or any gas flow dynamics happening in the transient phase.
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First, a geometrical model of the vacuum system was constructed, including vac-
uum chambers, pumps, and objects like electrodes and support structures (also
considering their materials and respective outgassing rates). Then, particles were
generated and transported through the system following the prescription below:

1. Outgassing events: a new particle is initiated at a random point of the surface
of a random object inside the system. The likelihood of an ”outgassing event”
happening at a given object is regulated by the outgassing rates of the object’s
material. The event happens at a random instant (t) between t = 0 and t = tend

(see item 5 below). The particle is assumed to be of N2 molecule, but minimal
variation was seen in the results by using other particles.

2. Release from surface: the particle is emitted from the surface of the object.
The emission angle with respect to the surface follows Knudsen’s Cosine Law
[228, 229], while the particle’s velocity (v) follows a Boltzmann distribution
with the temperature of the surface (∼ 300 K).

3. Transport through the system: the particle travels through the vacuum sys-
tem in fixed distance steps (∆s). The time is iterated in the appropriate time
step ∆t = ∆s/v. The advantage of fixing the ∆s instead of ∆t is the better
control over the spatial resolution of the generated density profile, which must
be much smaller than the geometrical features of the objects in the system. In
this case, ∆s = 0.1 mm.

4. Interaction with objects: the particle may hit an object as it is transported
through the system. If it reaches an ordinary object, it is instantly re-emitted
following the prescription of item 2. If it reaches a pump, it is removed from
the simulation. Pumps are assumed to be ideal, with no backflow to the sys-
tem.

5. Density snapshot: if the particle survives in the system until the time tend is
reached, its position is registered in the density profile. The density profile is a
snapshot of the particle distribution inside the system taken at the instant tend.
To ensure it reflects an equilibrium condition, tend must be much longer than
the average lifetime of particles inside the system, and the particles need to be
introduced into the system at random times during the inspected period. An
analysis of the average lifetime of particles in the system is shown in figure B.7.
It reveals that tend = 0.1 s fits the criteria.

The procedure described is depicted in the flow diagram of figure B.8. After a
sufficiently large amount (N, usually on the order of 106) of iterated particles, the
generated particle density distribution at the end of the simulation was transformed
into a pressure distribution following procedures described in the next section.
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Figure B.9: Simulated pressure along the ion transport axis in the MPET beamline. In the
bottom is shown a schematic representation of the elements in the beamline for
reference. Points where pressure measurements were taken, either by gauges or
by indirect techniques (sec. B.2), are marked with black diamonds.

B.3.2 Results: Current System

Simulations using the geometry of the current system were performed. Since the
simulated density distribution is generated in arbitrary units, it was normalized to
fit the ionization gauge measurements in the real system. Outgassing rates of the
different materials were varied within an order of magnitude to achieve the best
agreement with the ionization gauge measurements.

The resulting simulated pressure profile of the current MPET system is shown in
figure B.9. It shows the average pressure along a cylindrical volume of 5 mm radius
along the beam axis, where the ion transport path is expected to be contained. The
simulated pressure in the trap and in the ionization gauges are compatible with the
measured pressures in the same locations.
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Figure B.10: Simulated pressure along the ion transport axis in the MPET beamline, with
the addition of ideal cryopumps: a cold finger near the trap (blue) and all trap
electrodes acting as cryopumps (red). The black curve is the simulated pressure
with no modifications (as in fig. B.9). The trap region is marked by the yellow
shaded area and the dashed line marks the required pressure in the trap.

B.3.3 Results: Upgraded System

With the simulation framework successfully benchmarked, it was used to study po-
tential upgrades to the vacuum system. The goal was to reach a pressure on the
order of 10−11 mbar in the trap volume. The modeled system included modifica-
tions that ranged from the addition of new vacuum pumps, the use of materials
with lower outgassing rates and geometrical changes to the objects (for example,
increasing diameters of apertures to improve gas flow). The generated density
distributions were converted into realistic pressure distributions using the same
normalization factor obtained in the simulations of the current system.

Most of the explored modifications produced minimal improvements. Only one
class was able to produce the desired vacuum levels in the trap: the ones that
included cryopumps in the trap region. Cryopumps were simulated as objects that
acted as ideal pumps. Particles that hit them would not be reflected back to the
system. Figure B.10 shows the simulated pressure profile generated by a few of the
studied modifications including cryopumps.
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Figure B.11: Model of the CryoMPET upgrade highlights its main components: a cryogenic
Penning trap is coupled to a two-stage cryocooler by a high-purity Cu finger.
The remaining of the system is kept at room temperature.

b.4 The Cryogenic Measurement Penning Trap

The vacuum simulations detailed in the previous section suggested that a solution
based on cryopumping can successfully bring the pressure levels in the MPET down
to the required levels for PTMS of HCI. This result led to the development of the
Cryogenic Measurement Penning Trap (CryoMPET): the upgrade system to MPET
which incorporated a cryopump into the Penning trap.

The goal was to address a cryopumping solution to MPET that minimized changes
to the current setup, enabled cryogenic operation for extended periods, and could
be integrated into the system within its restrictive spatial limitations. In the de-
signed system a new Penning trap, kept at cryogenic temperatures, has capabilities
of cryopumping the residual gas in its interior. The trap is coupled to an external
cryocooler by a high-purity Cu finger. A thermal shield encloses the cold pieces, and
the remaining of the system is kept at room temperature. A model of the upgraded
system is shown in figure B.11. The concept, the design, and the construction of
CryoMPET are detailed in the next sections.

B.4.1 Concept of Cryopumping

CryoMPET’s vacuum pumping mechanism is based on cryopumping. Background
gas particles are removed from the volume of the trap by adhering to cold surfaces
through weak intermolecular bonds. Particles are not removed from the system,
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but they are removed from the region where they could interact with ions during a
mass measurement. A review article on cryopumping can be found in [235].

The trap is essentially a cold enclosed volume with apertures for ion injection
and extraction. The cold surfaces of the trap are required to remove from the vol-
ume the room-temperature gas particles that enter the trap through the apertures.
To achieve that, two cryopumping mechanisms are employed in the CryoMPET:
cryosorption, targeting light and weakly interacting gasses such as He or H2, and
cryocondensation, targeting heavier gasses. The concept of these mechanisms is ex-
plained in the following in the context of the upgraded system.

Cryocondensation

Condensation is the most elementary form of cryopumping. It consists of the so-
lidification of the gas molecules onto the cold surface. The achievable pressure is
determined by the saturation pressure of the gas at the temperature of the cold sur-
face, which is shown in figure B.12 for a few common gases. As can be seen, the
saturation pressure decreases very rapidly as the system is cooled down. This is
where lies the strength of this type of pumping: a small decrease in temperature
can lead to orders of magnitude better vacuum quality.

The saturation curve is defined in the thermodynamic equilibrium of the solid-gas
phase at the given temperature. It means that at this pressure, the flux of particles
leaving the surface is equal to the flux of particles sticking to the surface; therefore
it has zero net pumping. Moreover, the particle adhesion occurs when the particle
is at near thermal equilibrium with the surface. With warm gas entering the trap
through the apertures, its particles will require to bounce in the internal surfaces
a few times before adhesion. For these reasons, it is recommended to design the
temperature of the system to achieve two orders of magnitude lower saturation
pressure than required [235].

In CryoMPET, the background gas composition is expected to be similar to what
was measured in the MPET (see fig. B.6). Then, according to figure B.12, a tem-
perature below 20 K should be sufficient to pump most gases, targeting specially
N2. However, efficient pumping of light gases such as He and H2 is hardly done
through cryocondensation.

Cryosorption

The cryopumping of gases of difficult condensation is typically done with the use
of cryosorbents. They are made of high porosity materials that can have a large
surface area. As the gas particles enter the pores and reach the inner surfaces, the
irregular geometry constricts particle motion, and the particles remain confined in
the material [235, 237].

Cryosorbents can pump large amounts of gas and considerably reduce the pres-
sure of the system. However, they saturate after some time, and their effect becomes
negligible. Therefore, a regeneration procedure that includes the warming of the
system must be incorporated into the routine operation. In addition, the design of
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Figure B.12: Saturation pressure curves of several common gases, with data from [236]. Cry-
oMPET’s required pressure is marked by the dashed line.

the system must ensure that the sorbents are not directly exposed to the inflow of
gas particles. Otherwise, the material may quickly saturate with gases that are easy
to condense.

Cryosorption is less dependent on the temperature than condensation and more
dependent on other factors like chemical properties and construction geometry.
Nevertheless, it is still advisable to keep the temperature as low as possible. Typical
temperatures employed in cryosorption are around 10 K or lower.

At CryoMPET, the cryosorbent of choice was the OLC AW 12X40 coconut-based
activated charcoal from Calgon Carbon. This product is the equivalent as the one
employed in the vacuum system of the International Thermonuclear Experimental
Reactor (ITER) [237, 238], whose performance was extensively tested against many
other products in the market.

Feasibility

Although the concept is feasible according to the simulations with ideal cryopumps,
a simple model can provide a more analytical look into the involved factors. Cry-
oMPET can be modeled as an enclosed volume of internal temperature Ttrap and
internal pressure Ptrap. Two apertures (for ion injection and extraction) connect its
interior to the exterior environment, whose gas is at pressure Pout at room tem-
perature Tout. The apertures can be modeled as cylindrical pipes (like the tube
electrodes at MPET, see sec. 4.2.2) of diameter Dtube and length Ltube. Figure B.13

shows a schematic illustration of this model.
To achieve equilibrium, the flux of gas particles to the interior of the trap (Qin)

must be equal to the flux of cryopumped particles (Qout) to the internal surfaces.
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Figure B.13: Schematic illustration of the variables involved in the concept of CryoMPET’s
pumping by cryosorption.

The flux Qin can be modeled as the flux through the two tubes in molecular flow,
considering Pout � Ptrap:

Qin = 2
π D3

tube
3 Ltube

Pout

√
kBTout

2π m
, (B.4)

where kB is the Boltzmann constant and m is the mass of the background gas
molecule.

If the design temperature is below 20 K, most gases are pumped by condensation
in the tubes or inner surfaces of the trap. Therefore their vapor pressure becomes a
negligible contribution to the Ptrap. Then, the pumped flux Qout can be modeled as
pure cryosorption [235]:

Qout = Awalls Ptrap

√
kBTtrap

2π m
α(Ttrap, gas, surf.) , (B.5)

where Awalls is the internal surface area available for cryosorption and α is called
the ”sticking” coefficient, which is the probability of a gas particle adhere to the
surface of the sorbent upon impinging into it. It greatly depends on the specific
combination of gas, sorbent material and temperature.

Imposing the equilibrium condition Qin = Qout, we have that

Pout

Ptrap
=

(
3
8

Ltube
Dtube

Awalls
Aaperture

) √
Tout

Ttrap
α(Ttrap, gas, surf.) , (B.6)

where Aaperture = πD2
tube/4 is the area of the apertures of the trap. The geometry-

dependent factor (in between brackets) is on the order of 300 using the MPET trap
design. However, Awalls can be greatly increased by the use of cryosorbents, which
have a large surface area due to their porosity. The sticking coefficient has a mild
variation with temperature. For H2 pumping by the ITER-type charcoal, α = 0.6 at
5 K and α = 0.3 at 12 K [238].

According to the analysis presented in sections B.1 and B.2, it is desirable that
Pout/Ptrap ≈ 500. Given the variables in equation B.6, considering the use of ITER-
type cryosorbents and trap temperature on the order of < 20 K, the desired pressure
in the trap is achievable.
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B.4.2 Design Considerations

The overall design concept of CryoMPET is displayed in figure B.11 and presented
in the beginning of this section. Next, the choices and considerations that were
incorporated into the design to enable the cryopumping concept are described.

General design

Material selection: in general, the materials and components employed in Cry-
oMPET have to be non-magnetic to not disturb the homogeneity of the magnetic
field in the trap, have low outgassing rates for better vacuum properties, have
known performance at cryogenic temperatures, and withstand temperatures up
to 120◦ C for baking of the system and regeneration of cryosorbents.

Cryocooler: we opt for a cryogen-free approach for cooling. Since a typical MPET
experiment requires continuous operation for many weeks, including tuning
and preparation, a liquid helium cryostat would require high maintenance costs
as it consumes about a liter of the cryogen per hour. With a closed-cycle cry-
ocooler, the system can run continuously with minimal human interference or
consumption of expensive goods28. The employed cryocooler in CryoMPET is
the DE-215S model from Advanced Research Systems Corporation. It has two
stages, with zero heat load the first stage can reach down to 20 K, while the
second stage can reach 2.5 K. A critical disadvantage of using a cryocooler is
that the cold tip lies about half a meter away from the trap and requires a very
efficient thermal transport solution.

Trap Temperature and Coupling to Cryocooler: the trap is thermally coupled
to the second stage of the cryocooler by a rod of solid high-purity copper (also
denoted by cold finger). The rod is anchored to the ring electrode, which is
thermally coupled to the other electrodes of the trap. Given the limited space in
the setup, the finger diameter was limited to only 12.7 mm. Therefore, we resort
to special materials in order to have efficient thermal coupling.

Some materials have an exceptionally high thermal conductivity at cryogenic
temperatures [239]. It is related to the Residual Resistive Ratio (RRR) grading,
which is the ratio between the electrical resistance of the material at room tem-
perature and 4.2 K. In metals, the RRR grading is mostly governed by its purity
and crystalline structure [240].

The copper rod was fabricated by Luvata Special Products and had a purity
of 99.99995% and RRR ≈ 2000. The expected thermal conductivity is on the
order of 104 W/(m·K) at ∼ 10 K. A Finite Elements Method analysis [241] re-
vealed that the trap temperature can reach 8 K using a Cu rod of RRR = 1000,
considering the specifications of the cryocooler and heat input only from ther-
mal radiation. This result does not consider heat input from conduction from
the planned points of contact (see below). The trap electrodes were made from
99.9995% pure Cu of RRR ≈ 1080 produced by the same company.

28 The employed model requires regular maintenance after 10, 000 hours of operation
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Thermal Shield: the cold system containing the trap and cold finger was enclosed
by a thermal shield to limit the exposure of the cold surfaces to the room tem-
perature environment. The shield was attached to the first stage (20 K) of the
cryocooler and was polished for high reflectance. Given the surface area of the
shield, it could receive up to 3 W from thermal radiation depending on the qual-
ity of the polishing. The shield pieces were made of Oxygen-Free Electronic
Copper (OFE Cu, alloy C10100).

Thermal contacts: good thermal coupling between different pieces is essential
to have the necessary heat conduction and thus to reach the desired tempera-
tures. In most cases, the pieces are screwed or clamped together with a layer
of a vacuum-friendly grease in between. In many other cases, good thermal
coupling is desired, but also electrical insulation is required. It is the case of
the connections between trap electrodes and between the trap and the cold fin-
ger. The coupling of these parts is then mediated by a custom piece made of
sapphire, which has a high thermal conductivity at cryogenic temperatures.

Fixture and interface: minimal contact must exist between warm and cold struc-
tures to avoid heat conduction to the trap. However, they need to be integrated
with each other for appropriate positioning and alignment. In the original MPET
design, all ion optics elements and the trap were held in place by a support struc-
ture made of three parallel titanium rods. In the CryoMPET design, the same
triple rod structure is maintained, but ceramic sleeves of low thermal conductiv-
ity cover two of the rods. The shield assembly, which also holds the trap in its
interior, is held by gravity on these two covered rods touching only a few sup-
port points (see fig. B.14). The same idea is reproduced to hold the trap inside
its shield. A pair of ceramic rods run across the inside of the thermal shield
structure; the trap assembly rests on the two rods at two support points each,
without touching the shield assembly.

Thermal contraction: besides minimizing heat conduction, another advantage of
having the trap lying on the ceramic rods is that it can slide freely along them
without losing alignment as the system cools down. The cold finger, which is
about 70 cm in length, is expected to contract about 2.2 mm from its original size
at room temperature [242]. This was incorporated into the design: the trap sits
at the point of maximum homogeneity of the magnetic field when cold.

Instrumentation: two pairs of high precision thermal sensors (model DT-670B-SD
from Lakeshore) and resistive heaters were incorporated into the cryogenic sys-
tem. The heaters will aid in the regeneration cycles, and the sensors will monitor
the temperature of the system. One instrumentation pair was placed at the tip
of the cryocooler while the other was installed at one of the trap electrodes. The
heater was placed as near as possible to the sensor for most accurate readings
during regeneration.
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Safety: gas leaks in cryogenic vacuum systems can become a relevant safety issue.
If the leaked gases liquefy and accumulate, they may quickly expand when the
system is warmed up. Therefore a burst disk was installed at the vacuum system
to generate relief in case of overpressurization. Besides, an interlocking system
was added to the system; if the pressure inside the vacuum chamber exceeds 5
mbar, it will automatically turn the cryocooler off.

Trap design

The design of the cryogenic Penning trap followed the design of the precursor trap,
adapted to the needs of the new setup. Further modifications unrelated to the
cryogenic upgrade were included to improve its overall performance. The design
choices are described in the following. A schematic representation of CryoMPET
construction is shown in figure B.14.

Trap dimensions: the trap hyperbolic shape was slightly modified from the orig-
inal MPET version to better agree with the optimal configuration identified in
[243]. The characteristic dimensions of the new trap are shown in table B.1. The
outer structure of the electrodes was also designed to be massive and bulkier
than previously to facilitate thermal conduction.

Table B.1: Characteristic dimensions of the CryoMPET, according to eq. 3.7.

r0 13.670 mm
z0 11.785 mm
d0 10.778 mm

Gold plating: copper easily oxides when exposed to air, potentially forming in-
sulating patches on the surface of the electrode. These patches may charge and
disturb the transport of ions crossing its vicinities [244] and can be very detri-
mental for the correct shaping of the trap potential. A common solution is to
plate the piece with an inert metal, such as gold. All CryoMPET trap electrodes
received gold plating (type I, grade A, 7.5 µm thick) with a thin underlayer of
silver acting as a diffusion barrier29.

Electrodes for RF: in the original MPET design the RF signal for ion motion excita-
tion was applied to the guard electrodes, which were appropriately segmented.
However, their smaller size and longer distance to the ions compared to the
central ring electrode resulted in a lower RF power delivered to the ions. Con-
sequently, the implementation of broadband RF techniques such as described
in [113] was challenging. In CryoMPET, the guard electrodes are solid, and the
RF excitations are delivered by the central ring electrode, which is segmented
accordingly. This modification is expected to increase the RF power delivered to
the ions by a factor 10. A picture of the new segmented ring electrode (disassem-
bled) is shown in picture 3.4.

29 A more appropriate diffusion barrier for gold is nickel; however, its use in the Penning trap is undesirable
due to its magnetic properties.
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Figure B.14: Schematic illustration of the CryoMPET trap construction and its surrounding
structures.
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Tube electrodes: their lengths were extended out to shape the injection and extrac-
tion potential beyond the shield. In addition, they received a 1 mm increment in
diameter from the original MPET design, which is expected to increase the ion
extraction efficiency.

Guard electrodes: two solid ring pieces form the guard electrodes and their shape
was slightly modified from the previous design. Instead of a flat surface, they
are formed by two angled surfaces to avoid Knudsen re-emission towards the
center of the trap.

Wiring: both the trap and the shield have built-in connector assemblies. Wires
from the room temperature system are connected to the shield external connec-
tors. In the interior of the shield, cryogenic thin wires leave the connectors and
are wrapped onto thermal anchoring poles. From there, the cryogenic wires are
attached to the trap connectors.

Cryosorbents: the activated charcoal granules were applied to six surfaces in the
electrode structure that are not relevant to the shaping of the trapping potential:
the back of the endcap electrodes and the two sides of the supporting structure
of the tube electrodes. The granules were applied one by one on a layer of about
1 mm thick of the MCT 3715− 2SE adhesive from MicroCoat Technologies. After
the application, the pieces were baked at 150◦ C for an hour at a vacuum oven
for curing of the adhesive.

B.4.3 Construction

MPET was removed from the TITAN beamline in December 2017 for the upgrade.
The pieces from the CryoMPET were machined at the specialized machine shop at
TRIUMF laboratory. Every component went through a rigorous UHV cleaning pro-
cedure [245], and the assembly occurred in the Winter of 2018− 2019. The system
was installed back to the TITAN facility in March 2019 and is now under commis-
sioning. Figures B.15, B.16 and B.17 shows pictures of the CryoMPET assemblies.
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Figure B.15: Pictures of the assembled electrode structure of the cryogenic Penning trap: (a)
without one segment of the central ring electrode showing its interior, courtesy
of Stuart Shepherd; (b) fully assembled with cryosorbent, wires, connectors and
instrumentation.

Figure B.16: Pictures of the trap and shield assemblies: (a) with open shield viewed from ion
injection side, showing the trap; (b) closed shield viewed from the ion extraction
side.

Figure B.17: (a) picture of the trap assembly in the together with structural elements and
ion optics; (b) CryoMPET system installed at the superconducting magnet, the
cryocooler and part of the shield around the cold finger are visible.
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