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Vud measurements
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⇒ superallowed 0+→ 0+ decays most precise way to extract Vud

f … phase space integral (dep. on Q-value)

t … „partial halflife“ (dep on. BR and T½ )

K … numerical constant 

J. Hardy, CIPANP 2009

CVC hypothesis 



The case of 74Rb
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FIG. 3: (Color online) The 13 precision superallowed (a) ft and (b) Ft values, using the
Woods-Saxon isospin-symmetry-breaking corrections of Towner and Hardy [4]. The average Ft
= 3072.38(75) s is indicated by the horizontal lines and has a χ2/ν value of 0.31.

12

13

10C 14O 26Alm 34Cl 38Km 42Sc 46V 50Mn 54Co

P
a

rt
s

in
1

0
4

2

10

8

6

4

0

14

12
Q-value

Half-life

Branching ratio

!R
’

! !C NS-

Parent nucleus

FIG. 4: Summary histogram of the fractional uncertainties attributable to each experimental and theoretical input factor that
contributes to the final Ft values for the “traditional nine” superallowed transitions.

B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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FIG. 5: Summary histogram of the fractional uncertainties attributable to each experimental and theoretical input factor that
contributes to the final Ft values for the eleven other superallowed transitions. Where the error is shown as exceeding 60 parts
in 104, no useful experimental measurement has been made.
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Radial overlap correction δC2
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with R!r0(A"1)1/3 and Rs!rs(A"1)1/3. Note that g(r) is
rendered dimensionless through the use of the pion Compton
wavelength ('/m(c)2!2 fm2. The first three terms in Eq.
!19" are the central, spin-orbit and Coulomb terms, respec-
tively. The fourth and fifth terms are additional surface terms
whose role we discuss shortly. The parameters of the spin-
orbit force were fixed at standard values Vs!7 MeV, rs
!1.1 fm, and as!0.65 fm, leaving four parameters to be
determined: Rc , the radius of the Coulomb potential, and
V0 , r0, and a characterizing the strength, range, and diffuse-
ness of the Woods-Saxon potential.

To determine the radius of the Coulomb potential Rc we
first obtained the charge mean-square radius *r2+ch

1/2 of the
decaying nucleus. We used results from electron scattering
experiments $24%, which actually provide the charge radius
of a stable isotope of each element rather than the beta-
decaying isotopes of interest here. However, by examining
the data on isotope shifts of charge radii we could make
corrections for this effect to arrive at radius values applicable
to the decaying nuclides; we enlarged the assigned error ac-
cordingly. Our selected values of *r2+ch

1/2 and their assigned
errors are listed in Table V. To obtain an appropriate value
for Rc , two further adjustments are required to the experi-
mental values of *r2+ch

1/2 : first, the finite size of the proton
must be incorporated and second, because the shell model
uses A single-particle coordinates rather than (A"1) relative
coordinates, a center-of-mass correction must be applied.
With a Gaussian form for the proton single-particle density
and harmonic oscillator wave functions for the shell model,
the shell-model rms radius *r2+sm

1/2 relates to the experimen-
tally measured rms radius via

*r2+ch!*r2+sm#
3
2 !ap

2"b2/A ", !21"

where ap!0.694 fm is the length parameter in the proton
density and b is the length parameter of the harmonic oscil-

TABLE V. Calculations of ,C2 with Woods-Saxon radial functions, without parentage expansions ,C2
I and

with parentage expansions ,C2
II , ,C2

III , and ,C2
IV .

Parent Radius parameters !fm" Adopted value
nucleus *r2+ch

1/2 r0 ,C2
I (%) ,C2

II (%) ,C2
III (%) ,C2

IV (%) ,C2(%)

Tz!"1
10C 2.47!6" 0.931!66" 0.132!10" 0.167!12" 0.169!11" 0.167!12" 0.170!15"
14O 2.74!4" 1.244!32" 0.217!11" 0.270!12" 0.267!13" 0.267!13" 0.270!15"
18Ne 3.00!3" 1.361!20" 0.251!6" 0.386!9" 0.387!8" 0.381!10" 0.390!10"
22Mg 3.05!4" 1.281!26" 0.207!8" 0.249!9" 0.261!10" 0.250 !8" 0.255!10"
26Si 3.10!3" 1.206!18" 0.223!7" 0.332!10" 0.327!11" 0.323!10" 0.330!10"
30S 3.24!2" 1.223!13" 0.812!15" 0.728!15" 0.730!17" 0.750!16" 0.740!20"
34Ar 3.33!3" 1.253!17" 0.351!15" 0.650!21" 0.610!26" 0.556!19" 0.610!40"
38Ca 3.48!2" 1.269!10" 0.402!11" 0.727!17" 0.674!18" 0.596!12" 0.710!50"
42Ti 3.60!5" 1.316!22" 0.359!14" 0.563!26" 0.572!29" 0.578!33" 0.555!40"
Tz!0
26mAl 3.04!2" 1.194!12" 0.156!3" 0.231!5" 0.227!5" 0.225!4" 0.230!10"
34Cl 3.39!2" 1.303!11" 0.312!8" 0.557!11" 0.536!15" 0.479!11" 0.530!30"
38mK 3.41!4" 1.245!21" 0.299!18" 0.540!28" 0.495!30" 0.445!20" 0.520!40"
42Sc 3.53!5" 1.301!22" 0.278!11" 0.435!20" 0.438!26" 0.446!28" 0.430!30"
46V 3.60!7" 1.285!31" 0.273!17" 0.344!21" 0.341!22" 0.322!18" 0.330!25"
50Mn 3.68!7" 1.260!30" 0.315!20" 0.439!27" 0.455!33" 0.438!28" 0.450!30"
54Co 3.83!7" 1.275!29" 0.376!22" 0.578!34" 0.577!39" 0.563!35" 0.570!40"
62Ga 3.94!10" 1.271!42" 1.31!11" 1.10!11" 1.07!11" 1.01!8" 1.05!15"
66As 4.02!10" 1.264!41" 1.32!12" 1.25!12" 1.18!14" 1.07!8" 1.15!15"
70Br 4.10!10" 1.264!39" 1.43!13" 1.11!13" 1.03!14" 0.85!6" 1.00!20"
74Rb 4.18!10" 1.276!37" 0.68!9" 1.51!14" 1.38!18" 1.20!12" 1.30!40"
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IMPROVED CALCULATION OF THE ISOSPIN-SYMMETRY- . . . PHYSICAL REVIEW C 77, 025501 (2008)

TABLE II. Calculations of δC2 with Saxon-Woods radial functions, without parentage expansions
(δI

C2) and with parentage expansions (δII
C2, δ

III
C2, and δIV

C2). Note that only one sample result is shown
in each case for δI

C2, δ
II
C2, δ

III
C2 and δIV

C2, while the adopted δC2 value in column 7 reflects the results
from all multiple-parentage calculations for that case; see text.

Parent 2002 δC2(%) This work
nucleus Ref. [4]

δI
C2(%) δII

C2(%) δIII
C2(%) δIV

C2(%) δC2(%) adopted

Tz = −1:
10C 0.170(15) 0.132 0.163 0.165 0.163 0.165(15)
14O 0.270(15) 0.217 0.274 0.271 0.271 0.275(15)
18Ne 0.390(10) 0.251 0.386 0.387 0.382 0.410(25)
22Mg 0.255(10) 0.207 0.366 0.382 0.375 0.370(20)
26Si 0.330(10) 0.223 0.421 0.407 0.392 0.405(25)
30S 0.740(20) 0.812 0.714 0.710 0.713 0.700(20)
34Ar 0.610(40) 0.351 0.680 0.639 0.579 0.635(55)
38Ca 0.710(50) 0.402 0.840 0.784 0.702 0.745(70)
42Ti 0.555(40) 0.359 0.881 0.849 0.780 0.835(75)
Tz = 0:
26Alm 0.230(10) 0.156 0.292 0.280 0.271 0.280(15)
34Cl 0.530(30) 0.312 0.583 0.561 0.498 0.550(45)
38Km 0.520(40) 0.299 0.623 0.575 0.522 0.550(55)
42Sc 0.430(30) 0.278 0.681 0.648 0.606 0.645(55)
46V 0.330(25) 0.273 0.587 0.543 0.506 0.545(55)
50Mn 0.450(30) 0.315 0.638 0.598 0.594 0.610(50)
54Co 0.570(40) 0.376 0.760 0.688 0.706 0.720(60)
62Ga 1.05(15) 1.31 1.22 1.19 1.14 1.20(20)
66As 1.15(15) 1.32 1.41 1.34 1.24 1.35(40)
70Br 1.00(20) 1.43 1.41 1.31 1.10 1.25(25)
74Rb 1.30(40) 1.68 1.60 1.47 1.12 1.50(30)

are all set to unity, but the spectroscopic amplitudes in Eq. (8)
are not required to satisfy Hermiticity. Calculations of this
correction turn out to be very sensitive to the details of the
shell-model computation. This would be a very unfortunate
property if we were not able to adopt certain strategies that act
to reduce the model dependence considerably.

There are three ways in which we incorporated charge
dependence in our shell-model calculation. First, the single-
particle energies of the proton orbits were shifted relative to
those of the neutrons. The amount of shift was determined from
the spectrum of single-particle states in the closed-shell-plus-
proton versus the closed-shell-plus-neutron nucleus, where
the closed shell was taken to be the nucleus used as a
closed-shell core in the shell-model calculation. We took these
single-particle shifts from experiment and did not adjust them.

Second, we added a two-body Coulomb interaction among
the valence protons and adjusted its strength so that the
measured b coefficient of the isobaric multiplet mass equation
(IMME) was exactly reproduced. Third, we introduced a
charge-dependent nuclear interaction by increasing all the
T = 1 proton-neutron matrix elements by about 2% relative to
the neutron-neutron matrix elements. The precise amount of
this increment was determined by requiring agreement with
the measured c coefficient of the IMME. This strategy of
constraining the charge dependence in the effective interaction
by requiring it to reproduce the coefficients of the IMME was
adopted from the work of Ormand and Brown [31,32].

Experimental data were used in one more way to constrain
our calculations. If isospin were an exact symmetry, then the
parent 0+(T = 1) state would decay exclusively to its analog
state in the daughter nucleus, and β transitions to all other 0+

states in the daughter would be strictly forbidden. But, with
isospin symmetry broken, weak transitions (with branching
ratios measured in parts per million) can occur to these other
0+ states. In this case, we write the Fermi matrix element
squared to the nth non-analog 0+ state as

∣∣Mn
F

∣∣2 = 2δn
C1, (19)

and the reduction in the analog transition Fermi matrix element
squared as

|MF |2 = 2(1 − δC1), (20)

neglecting, in this context, the contribution of δC2. If all the 0+

states of a given model space had the same T = 1 isospin
designation, then the effect of isospin-symmetry-breaking
terms in the Hamiltonian would be to deplete the analog-
transition strength by an amount that is exactly matched by
the sum of the strengths to the non-analog states; i.e.,

δC1 "
∑

n

δn
C1. (21)

In practice, with large shell-model calculations the 0+ states
in the model space will include some states whose isospin
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18Ne 0.390(10) 0.251 0.386 0.387 0.382 0.410(25)
22Mg 0.255(10) 0.207 0.366 0.382 0.375 0.370(20)
26Si 0.330(10) 0.223 0.421 0.407 0.392 0.405(25)
30S 0.740(20) 0.812 0.714 0.710 0.713 0.700(20)
34Ar 0.610(40) 0.351 0.680 0.639 0.579 0.635(55)
38Ca 0.710(50) 0.402 0.840 0.784 0.702 0.745(70)
42Ti 0.555(40) 0.359 0.881 0.849 0.780 0.835(75)
Tz = 0:
26Alm 0.230(10) 0.156 0.292 0.280 0.271 0.280(15)
34Cl 0.530(30) 0.312 0.583 0.561 0.498 0.550(45)
38Km 0.520(40) 0.299 0.623 0.575 0.522 0.550(55)
42Sc 0.430(30) 0.278 0.681 0.648 0.606 0.645(55)
46V 0.330(25) 0.273 0.587 0.543 0.506 0.545(55)
50Mn 0.450(30) 0.315 0.638 0.598 0.594 0.610(50)
54Co 0.570(40) 0.376 0.760 0.688 0.706 0.720(60)
62Ga 1.05(15) 1.31 1.22 1.19 1.14 1.20(20)
66As 1.15(15) 1.32 1.41 1.34 1.24 1.35(40)
70Br 1.00(20) 1.43 1.41 1.31 1.10 1.25(25)
74Rb 1.30(40) 1.68 1.60 1.47 1.12 1.50(30)

are all set to unity, but the spectroscopic amplitudes in Eq. (8)
are not required to satisfy Hermiticity. Calculations of this
correction turn out to be very sensitive to the details of the
shell-model computation. This would be a very unfortunate
property if we were not able to adopt certain strategies that act
to reduce the model dependence considerably.

There are three ways in which we incorporated charge
dependence in our shell-model calculation. First, the single-
particle energies of the proton orbits were shifted relative to
those of the neutrons. The amount of shift was determined from
the spectrum of single-particle states in the closed-shell-plus-
proton versus the closed-shell-plus-neutron nucleus, where
the closed shell was taken to be the nucleus used as a
closed-shell core in the shell-model calculation. We took these
single-particle shifts from experiment and did not adjust them.

Second, we added a two-body Coulomb interaction among
the valence protons and adjusted its strength so that the
measured b coefficient of the isobaric multiplet mass equation
(IMME) was exactly reproduced. Third, we introduced a
charge-dependent nuclear interaction by increasing all the
T = 1 proton-neutron matrix elements by about 2% relative to
the neutron-neutron matrix elements. The precise amount of
this increment was determined by requiring agreement with
the measured c coefficient of the IMME. This strategy of
constraining the charge dependence in the effective interaction
by requiring it to reproduce the coefficients of the IMME was
adopted from the work of Ormand and Brown [31,32].

Experimental data were used in one more way to constrain
our calculations. If isospin were an exact symmetry, then the
parent 0+(T = 1) state would decay exclusively to its analog
state in the daughter nucleus, and β transitions to all other 0+

states in the daughter would be strictly forbidden. But, with
isospin symmetry broken, weak transitions (with branching
ratios measured in parts per million) can occur to these other
0+ states. In this case, we write the Fermi matrix element
squared to the nth non-analog 0+ state as

∣∣Mn
F

∣∣2 = 2δn
C1, (19)

and the reduction in the analog transition Fermi matrix element
squared as

|MF |2 = 2(1 − δC1), (20)

neglecting, in this context, the contribution of δC2. If all the 0+

states of a given model space had the same T = 1 isospin
designation, then the effect of isospin-symmetry-breaking
terms in the Hamiltonian would be to deplete the analog-
transition strength by an amount that is exactly matched by
the sum of the strengths to the non-analog states; i.e.,

δC1 "
∑

n

δn
C1. (21)

In practice, with large shell-model calculations the 0+ states
in the model space will include some states whose isospin
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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Radial overlap correction δC2

4
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where
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Ze2
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with R!r0(A"1)1/3 and Rs!rs(A"1)1/3. Note that g(r) is
rendered dimensionless through the use of the pion Compton
wavelength ('/m(c)2!2 fm2. The first three terms in Eq.
!19" are the central, spin-orbit and Coulomb terms, respec-
tively. The fourth and fifth terms are additional surface terms
whose role we discuss shortly. The parameters of the spin-
orbit force were fixed at standard values Vs!7 MeV, rs
!1.1 fm, and as!0.65 fm, leaving four parameters to be
determined: Rc , the radius of the Coulomb potential, and
V0 , r0, and a characterizing the strength, range, and diffuse-
ness of the Woods-Saxon potential.

To determine the radius of the Coulomb potential Rc we
first obtained the charge mean-square radius *r2+ch

1/2 of the
decaying nucleus. We used results from electron scattering
experiments $24%, which actually provide the charge radius
of a stable isotope of each element rather than the beta-
decaying isotopes of interest here. However, by examining
the data on isotope shifts of charge radii we could make
corrections for this effect to arrive at radius values applicable
to the decaying nuclides; we enlarged the assigned error ac-
cordingly. Our selected values of *r2+ch

1/2 and their assigned
errors are listed in Table V. To obtain an appropriate value
for Rc , two further adjustments are required to the experi-
mental values of *r2+ch

1/2 : first, the finite size of the proton
must be incorporated and second, because the shell model
uses A single-particle coordinates rather than (A"1) relative
coordinates, a center-of-mass correction must be applied.
With a Gaussian form for the proton single-particle density
and harmonic oscillator wave functions for the shell model,
the shell-model rms radius *r2+sm

1/2 relates to the experimen-
tally measured rms radius via

*r2+ch!*r2+sm#
3
2 !ap

2"b2/A ", !21"

where ap!0.694 fm is the length parameter in the proton
density and b is the length parameter of the harmonic oscil-

TABLE V. Calculations of ,C2 with Woods-Saxon radial functions, without parentage expansions ,C2
I and

with parentage expansions ,C2
II , ,C2

III , and ,C2
IV .

Parent Radius parameters !fm" Adopted value
nucleus *r2+ch

1/2 r0 ,C2
I (%) ,C2

II (%) ,C2
III (%) ,C2

IV (%) ,C2(%)

Tz!"1
10C 2.47!6" 0.931!66" 0.132!10" 0.167!12" 0.169!11" 0.167!12" 0.170!15"
14O 2.74!4" 1.244!32" 0.217!11" 0.270!12" 0.267!13" 0.267!13" 0.270!15"
18Ne 3.00!3" 1.361!20" 0.251!6" 0.386!9" 0.387!8" 0.381!10" 0.390!10"
22Mg 3.05!4" 1.281!26" 0.207!8" 0.249!9" 0.261!10" 0.250 !8" 0.255!10"
26Si 3.10!3" 1.206!18" 0.223!7" 0.332!10" 0.327!11" 0.323!10" 0.330!10"
30S 3.24!2" 1.223!13" 0.812!15" 0.728!15" 0.730!17" 0.750!16" 0.740!20"
34Ar 3.33!3" 1.253!17" 0.351!15" 0.650!21" 0.610!26" 0.556!19" 0.610!40"
38Ca 3.48!2" 1.269!10" 0.402!11" 0.727!17" 0.674!18" 0.596!12" 0.710!50"
42Ti 3.60!5" 1.316!22" 0.359!14" 0.563!26" 0.572!29" 0.578!33" 0.555!40"
Tz!0
26mAl 3.04!2" 1.194!12" 0.156!3" 0.231!5" 0.227!5" 0.225!4" 0.230!10"
34Cl 3.39!2" 1.303!11" 0.312!8" 0.557!11" 0.536!15" 0.479!11" 0.530!30"
38mK 3.41!4" 1.245!21" 0.299!18" 0.540!28" 0.495!30" 0.445!20" 0.520!40"
42Sc 3.53!5" 1.301!22" 0.278!11" 0.435!20" 0.438!26" 0.446!28" 0.430!30"
46V 3.60!7" 1.285!31" 0.273!17" 0.344!21" 0.341!22" 0.322!18" 0.330!25"
50Mn 3.68!7" 1.260!30" 0.315!20" 0.439!27" 0.455!33" 0.438!28" 0.450!30"
54Co 3.83!7" 1.275!29" 0.376!22" 0.578!34" 0.577!39" 0.563!35" 0.570!40"
62Ga 3.94!10" 1.271!42" 1.31!11" 1.10!11" 1.07!11" 1.01!8" 1.05!15"
66As 4.02!10" 1.264!41" 1.32!12" 1.25!12" 1.18!14" 1.07!8" 1.15!15"
70Br 4.10!10" 1.264!39" 1.43!13" 1.11!13" 1.03!14" 0.85!6" 1.00!20"
74Rb 4.18!10" 1.276!37" 0.68!9" 1.51!14" 1.38!18" 1.20!12" 1.30!40"
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with R!r0(A"1)1/3 and Rs!rs(A"1)1/3. Note that g(r) is
rendered dimensionless through the use of the pion Compton
wavelength ('/m(c)2!2 fm2. The first three terms in Eq.
!19" are the central, spin-orbit and Coulomb terms, respec-
tively. The fourth and fifth terms are additional surface terms
whose role we discuss shortly. The parameters of the spin-
orbit force were fixed at standard values Vs!7 MeV, rs
!1.1 fm, and as!0.65 fm, leaving four parameters to be
determined: Rc , the radius of the Coulomb potential, and
V0 , r0, and a characterizing the strength, range, and diffuse-
ness of the Woods-Saxon potential.

To determine the radius of the Coulomb potential Rc we
first obtained the charge mean-square radius *r2+ch

1/2 of the
decaying nucleus. We used results from electron scattering
experiments $24%, which actually provide the charge radius
of a stable isotope of each element rather than the beta-
decaying isotopes of interest here. However, by examining
the data on isotope shifts of charge radii we could make
corrections for this effect to arrive at radius values applicable
to the decaying nuclides; we enlarged the assigned error ac-
cordingly. Our selected values of *r2+ch

1/2 and their assigned
errors are listed in Table V. To obtain an appropriate value
for Rc , two further adjustments are required to the experi-
mental values of *r2+ch

1/2 : first, the finite size of the proton
must be incorporated and second, because the shell model
uses A single-particle coordinates rather than (A"1) relative
coordinates, a center-of-mass correction must be applied.
With a Gaussian form for the proton single-particle density
and harmonic oscillator wave functions for the shell model,
the shell-model rms radius *r2+sm

1/2 relates to the experimen-
tally measured rms radius via

*r2+ch!*r2+sm#
3
2 !ap

2"b2/A ", !21"

where ap!0.694 fm is the length parameter in the proton
density and b is the length parameter of the harmonic oscil-

TABLE V. Calculations of ,C2 with Woods-Saxon radial functions, without parentage expansions ,C2
I and

with parentage expansions ,C2
II , ,C2

III , and ,C2
IV .

Parent Radius parameters !fm" Adopted value
nucleus *r2+ch

1/2 r0 ,C2
I (%) ,C2

II (%) ,C2
III (%) ,C2

IV (%) ,C2(%)

Tz!"1
10C 2.47!6" 0.931!66" 0.132!10" 0.167!12" 0.169!11" 0.167!12" 0.170!15"
14O 2.74!4" 1.244!32" 0.217!11" 0.270!12" 0.267!13" 0.267!13" 0.270!15"
18Ne 3.00!3" 1.361!20" 0.251!6" 0.386!9" 0.387!8" 0.381!10" 0.390!10"
22Mg 3.05!4" 1.281!26" 0.207!8" 0.249!9" 0.261!10" 0.250 !8" 0.255!10"
26Si 3.10!3" 1.206!18" 0.223!7" 0.332!10" 0.327!11" 0.323!10" 0.330!10"
30S 3.24!2" 1.223!13" 0.812!15" 0.728!15" 0.730!17" 0.750!16" 0.740!20"
34Ar 3.33!3" 1.253!17" 0.351!15" 0.650!21" 0.610!26" 0.556!19" 0.610!40"
38Ca 3.48!2" 1.269!10" 0.402!11" 0.727!17" 0.674!18" 0.596!12" 0.710!50"
42Ti 3.60!5" 1.316!22" 0.359!14" 0.563!26" 0.572!29" 0.578!33" 0.555!40"
Tz!0
26mAl 3.04!2" 1.194!12" 0.156!3" 0.231!5" 0.227!5" 0.225!4" 0.230!10"
34Cl 3.39!2" 1.303!11" 0.312!8" 0.557!11" 0.536!15" 0.479!11" 0.530!30"
38mK 3.41!4" 1.245!21" 0.299!18" 0.540!28" 0.495!30" 0.445!20" 0.520!40"
42Sc 3.53!5" 1.301!22" 0.278!11" 0.435!20" 0.438!26" 0.446!28" 0.430!30"
46V 3.60!7" 1.285!31" 0.273!17" 0.344!21" 0.341!22" 0.322!18" 0.330!25"
50Mn 3.68!7" 1.260!30" 0.315!20" 0.439!27" 0.455!33" 0.438!28" 0.450!30"
54Co 3.83!7" 1.275!29" 0.376!22" 0.578!34" 0.577!39" 0.563!35" 0.570!40"
62Ga 3.94!10" 1.271!42" 1.31!11" 1.10!11" 1.07!11" 1.01!8" 1.05!15"
66As 4.02!10" 1.264!41" 1.32!12" 1.25!12" 1.18!14" 1.07!8" 1.15!15"
70Br 4.10!10" 1.264!39" 1.43!13" 1.11!13" 1.03!14" 0.85!6" 1.00!20"
74Rb 4.18!10" 1.276!37" 0.68!9" 1.51!14" 1.38!18" 1.20!12" 1.30!40"
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TABLE II. Calculations of δC2 with Saxon-Woods radial functions, without parentage expansions
(δI

C2) and with parentage expansions (δII
C2, δ

III
C2, and δIV

C2). Note that only one sample result is shown
in each case for δI

C2, δ
II
C2, δ

III
C2 and δIV

C2, while the adopted δC2 value in column 7 reflects the results
from all multiple-parentage calculations for that case; see text.

Parent 2002 δC2(%) This work
nucleus Ref. [4]

δI
C2(%) δII

C2(%) δIII
C2(%) δIV

C2(%) δC2(%) adopted

Tz = −1:
10C 0.170(15) 0.132 0.163 0.165 0.163 0.165(15)
14O 0.270(15) 0.217 0.274 0.271 0.271 0.275(15)
18Ne 0.390(10) 0.251 0.386 0.387 0.382 0.410(25)
22Mg 0.255(10) 0.207 0.366 0.382 0.375 0.370(20)
26Si 0.330(10) 0.223 0.421 0.407 0.392 0.405(25)
30S 0.740(20) 0.812 0.714 0.710 0.713 0.700(20)
34Ar 0.610(40) 0.351 0.680 0.639 0.579 0.635(55)
38Ca 0.710(50) 0.402 0.840 0.784 0.702 0.745(70)
42Ti 0.555(40) 0.359 0.881 0.849 0.780 0.835(75)
Tz = 0:
26Alm 0.230(10) 0.156 0.292 0.280 0.271 0.280(15)
34Cl 0.530(30) 0.312 0.583 0.561 0.498 0.550(45)
38Km 0.520(40) 0.299 0.623 0.575 0.522 0.550(55)
42Sc 0.430(30) 0.278 0.681 0.648 0.606 0.645(55)
46V 0.330(25) 0.273 0.587 0.543 0.506 0.545(55)
50Mn 0.450(30) 0.315 0.638 0.598 0.594 0.610(50)
54Co 0.570(40) 0.376 0.760 0.688 0.706 0.720(60)
62Ga 1.05(15) 1.31 1.22 1.19 1.14 1.20(20)
66As 1.15(15) 1.32 1.41 1.34 1.24 1.35(40)
70Br 1.00(20) 1.43 1.41 1.31 1.10 1.25(25)
74Rb 1.30(40) 1.68 1.60 1.47 1.12 1.50(30)

are all set to unity, but the spectroscopic amplitudes in Eq. (8)
are not required to satisfy Hermiticity. Calculations of this
correction turn out to be very sensitive to the details of the
shell-model computation. This would be a very unfortunate
property if we were not able to adopt certain strategies that act
to reduce the model dependence considerably.

There are three ways in which we incorporated charge
dependence in our shell-model calculation. First, the single-
particle energies of the proton orbits were shifted relative to
those of the neutrons. The amount of shift was determined from
the spectrum of single-particle states in the closed-shell-plus-
proton versus the closed-shell-plus-neutron nucleus, where
the closed shell was taken to be the nucleus used as a
closed-shell core in the shell-model calculation. We took these
single-particle shifts from experiment and did not adjust them.

Second, we added a two-body Coulomb interaction among
the valence protons and adjusted its strength so that the
measured b coefficient of the isobaric multiplet mass equation
(IMME) was exactly reproduced. Third, we introduced a
charge-dependent nuclear interaction by increasing all the
T = 1 proton-neutron matrix elements by about 2% relative to
the neutron-neutron matrix elements. The precise amount of
this increment was determined by requiring agreement with
the measured c coefficient of the IMME. This strategy of
constraining the charge dependence in the effective interaction
by requiring it to reproduce the coefficients of the IMME was
adopted from the work of Ormand and Brown [31,32].

Experimental data were used in one more way to constrain
our calculations. If isospin were an exact symmetry, then the
parent 0+(T = 1) state would decay exclusively to its analog
state in the daughter nucleus, and β transitions to all other 0+

states in the daughter would be strictly forbidden. But, with
isospin symmetry broken, weak transitions (with branching
ratios measured in parts per million) can occur to these other
0+ states. In this case, we write the Fermi matrix element
squared to the nth non-analog 0+ state as

∣∣Mn
F

∣∣2 = 2δn
C1, (19)

and the reduction in the analog transition Fermi matrix element
squared as

|MF |2 = 2(1 − δC1), (20)

neglecting, in this context, the contribution of δC2. If all the 0+

states of a given model space had the same T = 1 isospin
designation, then the effect of isospin-symmetry-breaking
terms in the Hamiltonian would be to deplete the analog-
transition strength by an amount that is exactly matched by
the sum of the strengths to the non-analog states; i.e.,

δC1 "
∑

n

δn
C1. (21)

In practice, with large shell-model calculations the 0+ states
in the model space will include some states whose isospin
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TABLE II. Calculations of δC2 with Saxon-Woods radial functions, without parentage expansions
(δI

C2) and with parentage expansions (δII
C2, δ

III
C2, and δIV

C2). Note that only one sample result is shown
in each case for δI

C2, δ
II
C2, δ

III
C2 and δIV

C2, while the adopted δC2 value in column 7 reflects the results
from all multiple-parentage calculations for that case; see text.

Parent 2002 δC2(%) This work
nucleus Ref. [4]

δI
C2(%) δII

C2(%) δIII
C2(%) δIV

C2(%) δC2(%) adopted

Tz = −1:
10C 0.170(15) 0.132 0.163 0.165 0.163 0.165(15)
14O 0.270(15) 0.217 0.274 0.271 0.271 0.275(15)
18Ne 0.390(10) 0.251 0.386 0.387 0.382 0.410(25)
22Mg 0.255(10) 0.207 0.366 0.382 0.375 0.370(20)
26Si 0.330(10) 0.223 0.421 0.407 0.392 0.405(25)
30S 0.740(20) 0.812 0.714 0.710 0.713 0.700(20)
34Ar 0.610(40) 0.351 0.680 0.639 0.579 0.635(55)
38Ca 0.710(50) 0.402 0.840 0.784 0.702 0.745(70)
42Ti 0.555(40) 0.359 0.881 0.849 0.780 0.835(75)
Tz = 0:
26Alm 0.230(10) 0.156 0.292 0.280 0.271 0.280(15)
34Cl 0.530(30) 0.312 0.583 0.561 0.498 0.550(45)
38Km 0.520(40) 0.299 0.623 0.575 0.522 0.550(55)
42Sc 0.430(30) 0.278 0.681 0.648 0.606 0.645(55)
46V 0.330(25) 0.273 0.587 0.543 0.506 0.545(55)
50Mn 0.450(30) 0.315 0.638 0.598 0.594 0.610(50)
54Co 0.570(40) 0.376 0.760 0.688 0.706 0.720(60)
62Ga 1.05(15) 1.31 1.22 1.19 1.14 1.20(20)
66As 1.15(15) 1.32 1.41 1.34 1.24 1.35(40)
70Br 1.00(20) 1.43 1.41 1.31 1.10 1.25(25)
74Rb 1.30(40) 1.68 1.60 1.47 1.12 1.50(30)

are all set to unity, but the spectroscopic amplitudes in Eq. (8)
are not required to satisfy Hermiticity. Calculations of this
correction turn out to be very sensitive to the details of the
shell-model computation. This would be a very unfortunate
property if we were not able to adopt certain strategies that act
to reduce the model dependence considerably.

There are three ways in which we incorporated charge
dependence in our shell-model calculation. First, the single-
particle energies of the proton orbits were shifted relative to
those of the neutrons. The amount of shift was determined from
the spectrum of single-particle states in the closed-shell-plus-
proton versus the closed-shell-plus-neutron nucleus, where
the closed shell was taken to be the nucleus used as a
closed-shell core in the shell-model calculation. We took these
single-particle shifts from experiment and did not adjust them.

Second, we added a two-body Coulomb interaction among
the valence protons and adjusted its strength so that the
measured b coefficient of the isobaric multiplet mass equation
(IMME) was exactly reproduced. Third, we introduced a
charge-dependent nuclear interaction by increasing all the
T = 1 proton-neutron matrix elements by about 2% relative to
the neutron-neutron matrix elements. The precise amount of
this increment was determined by requiring agreement with
the measured c coefficient of the IMME. This strategy of
constraining the charge dependence in the effective interaction
by requiring it to reproduce the coefficients of the IMME was
adopted from the work of Ormand and Brown [31,32].

Experimental data were used in one more way to constrain
our calculations. If isospin were an exact symmetry, then the
parent 0+(T = 1) state would decay exclusively to its analog
state in the daughter nucleus, and β transitions to all other 0+

states in the daughter would be strictly forbidden. But, with
isospin symmetry broken, weak transitions (with branching
ratios measured in parts per million) can occur to these other
0+ states. In this case, we write the Fermi matrix element
squared to the nth non-analog 0+ state as

∣∣Mn
F

∣∣2 = 2δn
C1, (19)

and the reduction in the analog transition Fermi matrix element
squared as

|MF |2 = 2(1 − δC1), (20)

neglecting, in this context, the contribution of δC2. If all the 0+

states of a given model space had the same T = 1 isospin
designation, then the effect of isospin-symmetry-breaking
terms in the Hamiltonian would be to deplete the analog-
transition strength by an amount that is exactly matched by
the sum of the strengths to the non-analog states; i.e.,

δC1 "
∑

n

δn
C1. (21)

In practice, with large shell-model calculations the 0+ states
in the model space will include some states whose isospin
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B. Ft value error budgets

We show the contributing factors to the individual Ft-value uncertainties in Fig. 4 for the ”traditional nine” cases
and in Fig. 5 for the remaining eleven. For most of the cases that contribute to the CVC test – 26Alm to 54Co in
Fig. 4 as well as 62Ga and 74Rb in Fig. 5 – the theoretical uncertainties are greater than, or comparable to, the
experimental ones. In these cases, the nuclear-structure-dependent correction, δC − δNS , contributes an uncertainty
of 3-7 parts in 104 to all Ft values between 26Alm and 54Co but jumps up to 20-30 parts in 104 for 62Ga and 74Rb
because of nuclear-model ambiguities. For its part, the nucleus-dependent radiative correction, δ′R, has an uncertainty
that starts very small but grows smoothly with Z2. This is because the contribution to δ′R from order Z2α3 has only
been estimated from its leading logarithm [176] and the magnitude of this estimate has been taken as the uncertainty
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corrected ft values obtained using the fluctuations of the
Woods–Saxon calculations yield numerically identical results
(F tÞ"3 ¼ 3072:3ð14Þ s with reduced w2 values of 0.92 and 0.28
for the TH02WS and TH08WS calculations, respectively. This is a
significant result in of itself. By first correcting each ft value using
the dC values from both the TH02WS and TH08WS, the
resulting average F t values, F tðTH02WSÞ ¼ 3074:6ð7Þ s and
F tðTH08WSÞ ¼ 3072:1ð8Þ s are not in agreement (see Table 3).
However, it has been argued that the main difference between
these two calculations is not the case-by-case fluctuations (these
are nearly identical for these two sets, see Fig. 4) but is primarily
due to the difference in the absolute magnitude, which is larger
for TH08WS due to the use of an increased model space compared
with TH02WS. Because Wilkinson’s third method subtracts the
absolute scale to utilize only the fluctuations, both sets of
calculations therefore yield identical results. The fact that
Method 3 relies only on the shell fluctuations of the isospin
symmetry breaking calculations yet returns a result for TH08WS
(F tÞ"3 ¼ 3072:3ð14Þ s that is in excellent agreement with the
average value F tðTH08WSÞ ¼ 3072:1ð8Þ s [1] obtained from the
standard procedure of applying the full set of dC corrections is also
an important test of self consistency. This comparison provides
independent support for the conclusion that the TH08WS set of dC
calculations that employ a larger shell-model space, no longer
underestimate the absolute scale of the isospin symmetry
breaking corrections at the level of precision probed by the
experimental data and radiative corrections. On the other hand,
for the older TH02WS set of calculations that lacked these
important core orbitals, Method 3 has accurately accounted for
these deficiencies and yielded a result that is in agreement
with both F t and ðF tÞ"3 from the modern set of TH08WS
calculations.

Applying Method 3 to the Hartree–Fock calculations for isospin
symmetry breaking also yield very similar results ðF tÞ"3 ¼
3071:9ð14Þ s (with a reduced w2 ¼ 1:10) and ðF tÞ"3 ¼ 3068:8ð16Þ s
(reduced w2 ¼ 0:77) for the OB95HF and TH09HF calculations,
respectively. The OB95HF result is also in excellent agreement
with TH08WS even though the absolute magnitude of these two
sets of calculations are significantly different. The TH09HF result,
although it almost overlaps with the OB95HF, TH02WS, and

TH08WS values within uncertainty, is % 3 s smaller and is
significant given the fact that all of these methods use exactly
the same input experimental ft values. The reason for this
discrepancy is almost entirely due to the relative shell fluctuation
of the isospin symmetry breaking correction for the most
precisely measured superallowed decay of 26mAl. Compared to
dC % 0:3% derived by OB95HF, TH02WS, and TH08WS for 26mAl,
the value dC ¼ 0:44ð5Þ% [1] obtained with TH09HF is nearly 50%
larger. Due to the high-precision obtained experimentally for this
case, the difference in this single fluctuation for 26mAl that is
unique to the set of TH09HF calculations is enough to shift the
corresponding intercept by % 3:0 s. However, it should be stressed
that Method 3 is not uniquely sensitive to this single dCf value for
26mAl. The traditional approach of calculating the average of 13
corrected cases is also affected since the F t value for 26mAl is
presently the most-precisely determined [1]. Further investiga-
tion into the origin of this difference in dC obtained for the
particular case of 26mAl in the TH09HF set of isospin symmetry
breaking calculations is highly desirable given the impact of this
single highest-precision ft value on the determination of Vud.

The excellent overall agreement between the results of
Method 3 using the residuals dCf to correct each experimental ft
value, is a reflection of the similarity in the relative nucleus-to-
nucleus shell structure variations included in all four models of
isospin symmetry breaking that are based on shell-model
approaches. An average of the Method 3 results for the four sets
of calculations is adopted as the final result for Wilkinson’s third
method,

ðF tÞ"3 ¼ 3071:5ð14Þ s: ð12Þ

This value is numerically identical to the one derived using
Method 2 (Eq. (9)), although Method 3 is conceptually more
appealing for providing an independent test of the absolute values
of the isospin symmetry breaking corrections in superallowed
Fermi b decay. This method uses the results of the shell-model
calculations to describe only the case-by-case shell fluctuations of
the isospin symmetry breaking corrections without making any
assumption regarding their absolute magnitude. It is the relative
nuclear shell fluctuations that are consistently described by all
four of the models as evidenced in both Fig. 4 and the acceptable
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According to CVC, when the decay occurs between isospin
T = 1 analog states, the measured ft values should be the same
irrespective of the nucleus, viz.,

ft = K

G2
V |MF |2

= const, (1)

where K/(h̄c)6= 2π3h̄ ln 2/(mec
2)5 = (8120.2787 ± 0.0011)×

10−10 GeV−4 s, GV is the vector coupling constant for
semileptonic weak interactions, and MF is the Fermi matrix
element. The CVC hypothesis asserts that the vector coupling
constant GV is a true constant and not renormalized to another
value in the nuclear medium.

In practice, Eq. (1) has to be amended slightly. First,
there are radiative corrections because, for example, the
emitted electron may emit a bremsstrahlung photon that goes
undetected in the experiment. Second, isospin is not an exact
symmetry in nuclei, so the nuclear matrix element MF is not
the same for all superallowed transitions but is slightly reduced
from its ideal value by a different amount in each case. This
leads us to write

|MF |2 = |M0|2(1 − δC), (2)

where M0 is the exact-symmetry value, which for T = 1
states is M0 =

√
2, and δC is the isospin-symmetry-breaking

correction, which takes on a different (small) value for each
transition. Thus, we define a “corrected” F t value as

F t ≡ f t(1 + δ′
R) (1 + δNS − δC) = K

2G2
V

(
1 + #V

R

) , (3)

where, in addition to the terms already defined, #V
R is the

transition-independent part of the radiative correction and
the terms δ′

R and δNS comprise the transition-dependent part
of the radiative correction, the former being a function only of
the electron’s energy and the Z of the daughter nucleus, while
the latter, like δC , depends in its evaluation on the details of
nuclear structure.

From Eq. (3), it can be seen that a single measured transition
establishes a value for F t and, hence, GV . This result could,
in principle, then be used to determine Vud via the relationship
Vud = GV /GF , where GF is the well-known weak-interaction
constant for muon decay [13]. However, a value for Vud derived
from a single superallowed transition would be reliant upon
a single pair of structure-dependent correction terms, δNS and
δC , without there being any independent verification of those
terms’ validity; so, in practice, as many transitions as possible
are measured and their resultant F t values compared. If they
satisfy CVC by being statistically consistent with each another,
then one is justified in taking an average value of F t , from
which GV and Vud can then be derived.

If they are not consistent with each other, then one can
proceed no further since inconsistency must signal a failure
either of the calculated structure-dependent corrections or
else of the CVC hypothesis itself. In either case, an average
value of F t has no defined significance and certainly cannot
be used to obtain a value for Vud.

Here we find the basis for a test of the calculated structure-
dependent correction terms: How well do they do in producing
a consistent set of F t values from the experimental ft values?

The latter show very pronounced differences from one transi-
tion to another, and the extent to which those differences are
successfully removed by a given set of calculated correction
terms would be a sensitive measure of the efficacy of the
calculations involved. Naturally, such a test is only as good
as the CVC hypothesis. However, we believe that most would
agree that a persistent scatter in the derived F t values is more
likely to be due to a deficiency in the calculated corrections
rather than to a failure of CVC.

III. THE TEST

Our test is based upon the premise that CVC is valid at least
to ±0.03%, which is the level of precision currently attained by
the best ft-value measurements. Under that condition, a valid
set of structure-dependent correction terms should produce a
statistically consistent set of F t values, the average of which
we can write as F t . It then follows from Eq. (3) that, for each
individual transition in the set, we can write

δC − δNS = 1 − F t

f t(1 + δ′
R)

. (4)

For any set of corrections to be acceptable, the calculated value
of δC − δNS for each superallowed transition must satisfy this
equation, where ft is the measured result for that transition
and F t has the same value for all of them. Thus, to test a
set of correction terms for n superallowed transitions, one can
treat F t as a single adjustable parameter and use it to bring
the n results from the right side of Eq. (4), which are based
predominantly on experiment, into the best possible agreement
with the corresponding n calculated values for δC − δNS. The
normalized χ2, minimized by this process, then provides a
figure of merit for that set of calculations.

As it happens, there is only one set of calculations available
for δNS [3,14] but many for the isospin-symmetry-breaking
term δC . It therefore becomes more useful to rearrange Eq. (4)
to read

δC = 1 + δNS − F t

f t(1 + δ′
R)

. (5)

The same least-squares minimization process can, of course,
be used in the application of this equation.

IV. AVAILABLE CALCULATIONS FOR δC

There have been a number of methods used over the
years to calculate the isospin-symmetry-breaking correction
to superallowed β decay. We describe some of them here, in
chronological order.

A. Damgaard model

The first model was proposed in 1969 by Damgaard [4]
and was improved eight years later by Towner et al. [15]. The
idea is that the proton involved in beta decay has a different
radial wave function than the neutron into which it transforms
because it is influenced by the Coulomb interaction with all
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FIG. 1. Isospin-symmetry-breaking correction δC , in percent, plotted as a function of atomic number Z of the daughter nucleus. The solid
circular points with error bars are the values of δC obtained from Eq. (5), with the experimental ft values and the values of δ′

R and δNS (and their
uncertainties) all taken from Table I. In effect, we treat these as the “experimental” δC values. The X’s joined by lines represent the δC values
calculated by the various models described in the text and identified in the top left of each graph. The value of F t in Eq. (5) has been adjusted
in each case by least-squares fitting to optimize the agreement between the experimental δC values and the calculated ones. The corresponding
values of χ 2/nd are listed in the next-to-last row of Table I.

confidence levels well below 0.5%. Because the two other
analyses included nonstatistical uncertainties on the theoretical
correction terms in addition to the statistical experimental ones,
their values of χ2/nd are substantially lower, but the relative
ranking of the six models is approximately preserved: in all
cases the SM-SW model is by far the best. It is remarkable that
the model which becomes second best when the theoretical
uncertainties are included is the earliest and arguably the most
primitive one. Its success evidently stems from its treatment
of the radial mismatch between the parent and daughter states,
which accounts rather well for the sharp increase in δC between
Z = 12 and Z = 16 and between Z = 26 and Z = 30. It is
perhaps equally striking that the most recent IVMR model fails
to reproduce the trend of the data or any of its characteristic
features.

VI. CONCLUSIONS

Evidently, the shell model with Saxon-Woods radial wave
functions, SM-SW, is the only model tested that yields isospin-
symmetry-breaking corrections which, when combined with
the experimental ft values, produce F t values that agree with
the CVC hypothesis over the full range of Z values. This, of

course, does not prove that the SM-SW model is correct in
every way; however, it does demonstrate that the other models
in their present form cannot be used to extract a number for
Vud and to test CKM unitarity. As we note in Sec. II, if the F t
values are not consistent with one another, then their average
has no defined significance since either the symmetry-breaking
model is wrong or CVC itself has failed.

There is a second model, SM-HF, which has many promis-
ing features. As can be appreciated from an examination of
Fig. 1, its relatively large χ2 is due to its failure to match
the experimental δC values for the cases with Z ! 30. If
we were to restrict ourselves only to the lighter cases, then
the model would agree well with CVC. This difference at
the highest Z values between the SM-SW and SM-HF model
calculations has been known for 15 years, having first been
pointed out by Ormand and Brown [6] even before the decays
of the highest-Z emitters, 62Ga and 74Rb, had yet been
precisely measured. Prompted by the results reported here,
we are currently examining whether this feature of the SM-HF
model (as described in Sec. IV C) is sensitive to the particular
Skyrme interaction used [18]. We have, by now, sampled 12
different interactions and have also added a pairing term to
the interaction, turning the calculation into a Hartree-Fock-
Bogolyubov one. However, under no circumstances have we
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Q-value for 74Rb

7

keV peaks were constant as a function of time, as expected if
they come from a very short-lived source. Finally, in an in-
dependent !-" experiment #13$, it was found that the 456-
and 1198-keV lines decay with the characteristic 74Rb half-
life. This !" experiment also confirmed the intensities of
these two transitions as presented below.
The intensities of the observed transitions per 74Rb decay

are given in Table I. The values are corrected for summing
effects related to positron emission, which were determined
from the experimental "-ray spectrum to be %2%. Beyond
that, the intensity of each " ray is corrected for summing
with other, coincident, " rays. The "-" summing probabili-
ties were determined from standard calibration sources and
range between 5% and 10%. For the 02

!→01
! and 21

!→01
!

transitions, theoretical K/total intensity ratios #14$ and con-
version coefficients #12$ were used to determine the total
transition intensities from the measured K-converted radia-
tion.
The decay scheme for 74Rb is shown in Fig. 3. With the

exception of the 1198- and 4244-keV " rays, all of the ob-
served transitions can be attributed to the decay of known
levels in 74Kr #8,9,15$. We have tentatively assigned the
4244-keV " ray as a (1!→01

!) transition. The 1204-keV
transition from the decay of the 22

! level was not directly
observed, since it coincides in energy with a stronger 1204-

keV " ray from the 74Ga decay. Its intensity was inferred
from the intensity of the 748-keV " ray and the intensity
ratio of the 1204- and 747-keV " rays taken from Ref. #15$.
The 1742-keV, (23

!)→01
! transition, predicted by the shell-

model calculation to have an intensity of one third of the
1286-keV transition, could not be observed because of the
presence of the 1745-keV " ray from the 74Ga decay.
From the energy spectrum of the positrons detected in the

thick plastic scintillator in coincidence with the observed
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FIG. 2. Spectrum of " rays from the 74Rb decay. Arrows and
stars indicate contaminating radiation from the 74Ga and 74Br de-
cays, respectively.

TABLE I. !-Delayed " transitions in 74Kr.

Total intensity per decay ("10!5)

Energy
&keV' Assignment Experiment Theorya

53&1' 02
!→21

! 32&7'
509&1' 02

!→01
! 48&5' 102b

456&1' 21
!→01

! 250&14' 252
695&1' 22

!→02
! 8&5' 1

748&1' 22
!→21

! 19&5' 16
1198&1' (03

!→21
!)c 52&5' 42

1204 22
!→01

! 26&14'd 26
1233&1' (23

!)c→02
! 29&4' 6

1286&1' (23
!)c→21

! 9&5' 10
4244&1' (1!→01

!)c 12&2'

aPrediction corresponds to column 3 in Table II.
bPrediction corresponds to sum of 32&7'!48&5'.
cTentative assignments &see text'.
dIntensity determined indirectly &see text'.

FIG. 3. Partial decay scheme of 74Rb. Intensity of transitions
are given in units of 10#5 per 74Rb decay.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ε)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ε)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ε)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ε)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.

045504-11

H
IG

H
-PR

E
C

ISIO
N

M
A

SSE
S

O
F

N
E

U
T

R
O

N
-D

E
FIC

IE
N

T
...

PH
Y

SIC
A

L
R

E
V

IE
W

C
76,045504

(2007)

TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.

Nuclide Dexp Dlit Dexp − Dlit Dnew Infl.
(keV) (keV) (keV) (keV) (%)

2000 2002 2003 mean

64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
71Ga −70 137.5(1.2) −70 137.5(1.2) −70 136.8(1.8) −0.7(2.2) −70 139.14(79) 42
74Ga −68 047(21) −68 019(32) −68 041(18)a −68 050(70) 9(72) −68 049.6(3.7) 0
74Rb −51 905(18)b −51 917.3(4.8)c −51 910.7(7.0)c −51 914.7(3.9) −51 730(720) −180(720) −51 917.0(3.7) 84
75Rb −57 218.6(1.6) −57 225(20) −57 218.7(1.6) −57 222.0(8.0) 3.3(8.2) −57 218.7(1.6) 100
76Rb −60 479.8(1.8)b −60 488(14) −60 477.0(1.5) −60 478.1(1.1) −60 481.0(8.0) 2.9(8.1) −60 478.1(1.2) 100
77Rb −64 830.5(1.3) −64 830.5(1.3) −64 826.0(8.0) −4.5(8.1) −64 830.5(1.3) 100
79Rb −70 803.0(2.1) −70 803.0(2.1) −70 797.0(7.0) −6.0(7.3) −70 803.0(2.1) 100
80Rb −72 175.4(1.8) −72 175.4(1.8) −72 173.0(7.0) −2.4(7.2) −72 175.5(1.9) 100
83Rb −79 070.6(2.3) −79 070.6(2.3) −79 073.0(6.0) 2.4(6.4) −79 070.6(2.3) 100
84Sr −80 649.5(1.4) −80 649.5(1.4) −80 644.0(3.0) −5.5(3.3) −80 648.7(1.3) 86
87Rb −84 597.94(75) −84 597.94(75) −84 597.795(12) −0.14(75) −84 597.795(12) 0
88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ε)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ε)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
84Y secondary, via 84Y(β+)84Sr −74 160(90) −74 163(91) 86

aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.
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TABLE III. Result of the atomic-mass evaluation incorporating our present results. The experimental mass excesses Dexp from the ISOLTRAP cyclotron frequency ratio measurements
were calculated by using the most recent values for the mass of 85Rb, the electron mass, and the unified atomic mass unit, all given in the text. Uncertainties (in parentheses) refer to the
least significant digits of a quantity. The literature values Dlit are from Ref. [25], except the ones for 87Rb and 133Cs, which are from the MIT Penning trap measurement [27]. The adjusted
mass excess Dnew is the result of a complete midstream atomic-mass adjustment and reflects the status of September 2006. The last column shows the influence of the present ISOLTRAP
measurements on the final value. The slight change between the ISOLTRAP results and the AME values for 76,80Rb is due to rounding errors that occur in the additional calculation steps of
the AME. The second part of the table shows the nuclides that are indirectly influenced by the present mass measurements; the relevant mass relation as well as the literature masses and the
new adjusted mass excesses are indicated.
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64Zn −65 998.6(7.8) −65 998.6(7.8) −65 999.5(1.7) 0.9(8.0) −66 003.56(68) 0
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88Sr −87 938(18) −87 938(18) −87 919.7(2.2) −18(19) −87 922.0(1.1) 0
133Cs −88 072.5(1.5) −88 072.5(1.5) −88 070.958(22) −1.6(1.5) −88 070.960(22) 0

71Ge primary, via 71Ge(ε)71Ga −69 904.9(1.7) −69 906.65(80) 32
72Ga primary, via 71Ga(n, γ )72Ga −68 586.5(2.0) −68 588.30(79) 29
75Sr tertiary, via 75Sr(ε)75Rb −46 650(300)d −46 620(220) 100
82Sr primary, via 84Sr(p, t)82Sr −76 009.0(6.0) −76 010.7(5.4) 41
84Rb primary, via 84Rb(β−)84Sr −79 750.0(3.0) −79 752.8(2.7) 34
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aA possible isomeric contamination has been corrected for.
bThis result has been published previously [24].
cThis result has been published previously [13].
dMass excess estimated from systematic trends.

045504-11

•limitation due to T1/2 

•to improve precision further:  HCI

•TITAN only online facility to use HCI
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off-line ion source

SCI
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a) SCI

SCI

b) HCI

Time-of-flight gate

SCI SCI

Figure 1: (colour on-line) The TITAN experimental setup which includes a RFQ, a high-
precision Penning trap, an EBIT, a time-of-flight gate and an off-line ion source. a) Shown
in red is the path of the beam when mass measurement on singly charged ions (SCI) is
performed. b) In blue is the path for highly charged ions (HCI) mass measurement.

cause the precision of mass measurements performed using Penning traps
linearly increases with the charge state.

The high-precision mass measurements carried out at TITAN (shown in
figure 1) are achieved through a series of steps. First, the continuous ion
beam from ISAC (Isotope Separator and ACcelerator) is delivered to TI-
TAN where it is cooled and bunched using a gas-filled linear radio-frequency
quadrupolar (RFQ) trap [26]. The subsequent step depends on whether a
mass measurement is performed using singly charged ions (SCI), or highly
charged ions. The ions can either be transferred to an electron-beam ion trap
(EBIT) [27, 28], where charge breeding takes place (blue path in figure 1),
or sent directly to the Penning trap (MPET) where the mass of the ion of
interest is determined (red path in figure 1).

Precision and accuracy are critical for high impact mass measurement in
particular for experiments where relative uncertainty on the level of δm/m ≤
5×10−9. Therefore, it is critical to ensure that the TITAN Penning trap
can accurately perform mass measurement at this level of precision. This
paper gives a detailed description of the TITAN Penning trap and documents
the various systematic studies performed in order to ensure reliable mass

3

1$CAN

Simulation and Testing of a Bradbury-Nielsen Gate TRIUMF 2010

d (µm) Transmission (%) Slope %
V

20 90.9± 0.3 −0.0006± 0.0004
42 95.4± 0.3 −0.0005± 0.0003
58 96.7± 0.3 −0.0004± 0.0003

71.5 97.1± 0.3 −0.0003± 0.0003

3 Mechanical Parts

3.1 Pictures

Figure 13 and Figure 14 are pictures of the assembled Bradbury-Nielsen gate
before it was mounted on a flange and installed in the beam line.

Figure 13: Frame with a 42 mil wire spacing.
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Bradbury-Nielsen
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Electron Beam Ion Trap (EBIT)

confinement:

– axial by electrostatic field

– radial by electron beam + 

 B- field

B-field (up to 6 T) compresses e- 
beam

⇒e- density  up to 40 000 A/
cm2

⇒increased ionization rate

requirements for charge breeding:
• efficient 
• fast
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TITAN’s EBIT

A+ (~ 2 keV)

Magnet / Trap

Electron gun

Electron collector
@ 4 T, as close as 10 cm 
from the trap center

trap
electrode

X-ray spectroscopy: 

• diagnostics tool for 
charge breeding

• EC-BR measurement 

A+q

LEGe X-ray detector

E-beam energy: ~ 7 keV
E-beam current: ~50 mA

10

T. Brunner et al., NIM B 266, 4643 (2008)

S. Ettenauer et al., AIP Conf. Proc. 1182(2009)100 
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charge state VS breeding time
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preliminary
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76Rb
•very first mass measurement of radioactive HCIs

•stat. uncertainty of < 300 eV achieved in a few hours

preliminary
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Ramsey excitation:
•2 excitation pulses
•improves precision by a factor 2 - 3 

preliminary TITAN 2010

ISOLTRAP

HCI
during this beamtime demonstrated 
up to q=12+

compared to conventional method: 
improvement by factor >24 
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A=74: 74Ga & 74Rb
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TITAN 2010

ISOLTRAP

74Rb

74Ga

74Ga

preliminary

Dipole Cleaning & Separator Tuning
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74Rb:
•Yield: around 2000/s + contamination from 74Ga
•precision already comparable to ISOLTRAP (2007)
 BUT 
•data of < 20 hours 
•power outage during 74Rb => reconditioning of EBIT => lower eff.
=> „easy‰ improvement next time

preliminary

σstat≈ 4.1 keV
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HCI and Isomers

78mRb

78Rb

111.2 keV

q=8+  & Trf = 197 ms q=1+  & Trf = 997 ms

Calculation:

∆ν ≈ 1/Trf
νc =

1

2π

q

m
B
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HCI and Isomers

78mRb

78Rb

111.2 keV

q=8+  & Trf = 197 ms q=1+  & Trf = 997 ms

Calculation:

Measurement:

preliminary

∆ν ≈ 1/Trf
νc =

1

2π

q
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• with yields > 2000 ions/s HCI feasible

• precision improved by factor q

• OR same precision q times faster

• resolving power => close lying isomers

• measured mass of 78,76,75,74Rb and 74Ga

• precision of 74Rb possibly sufficient already to have science 
impact
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Implications & Conclusions

85Rb+17

e-beam: 14 mA
breeding time: 
197 ms
Trf = 97 ms
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